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ABSTRACT

Natural convection in a thermally driven square cavity filled with
air is studied numerically. Since the thermal Rayleigh number of
the configuration ranges between 10° and 10'3, the flow is
turbulent and k-€ models are used to predict the behavior of the
flow. For this natiral convection problem, the viscous sublayer
must be discretized and the behavior of the turbulent quantities is
damped within this sublayer through low-Reynolds number
modelling. Two models are evaluated in detail (the model
proposed by Henkes and Hoogendoom for the
EUROTHERM/ERCOFTAC workshop organised in 1992 and the
low-Reynolds number model developed by Abrous) and one model
is compared for one point (the low-Reynolds number model
proposed by Chien). An evaluation of these models is first
performed. The average heat transfer rate, the maximum vertical
velocity, the wvertical thermal stratification at cavity center
computed with the Henkes and Hoogendoom model and the
Abrous model highlight different behavior of these models,
especially in the range of the transition Rayleigh number. A
computation performed with all models tested for a Rayleigh
number of 10' stresses these differences. Numerical results
obtained with the Henkes and Hoogendoom model and the Abrous
model for a Rayleigh number of 1.7x10° are next compared with
experimental results obtained in an air filled cavity (ImxIm
vertical section). Three different simulations have been carried out
considering adiabatic or perfectly conductive horizontal walls.
Even if the heat losses through the cavity walls are extremely
small, the comparison of velocity and temperature measurements
with numerical simulation shows the influence of the vertical
gradient of temperature existing in the experimental cavity. A good
agreement between experimental and numerical results is shown
for the Abrous model but the Henkes model overestimates the
diffusion process as predicted in the former part of this study.
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NOMENCLATURE

C15C:0CieCy Constants in the k-€ model.

D Cavity depth (experimental cell).

fi.f.f, Damping functions in the k-€ model.

g Gravitationa! acceleration.

Gry Thermal Grashof number, gBATH V2.

H Cavity height.

k Turbulent kinetic energy.

kK Non-dimensional turbulent kinetic energy
(k/(gB;ATH)).

Nu Nusselt number.

P Pressure.

P Non-dimensional pressure (p/(pgB;ATH)).

Pr Prandtl number, v/a.

R, Turbulent Reynolds number.

Rag Thermal Rayleigh number, gB,ATH /va.

T Temperature.

T Non-dimensionaltemperature((T-T )/(Ty-T ).

Te, Ty Temperatures of the right and left vertical
walls.

u; Velocity components.

u; Non-dimensional velocity components
(u/(gB-ATH)™).

W Cavity width.

X; Coordinates.

X, Non-dimensional coordinates (x,/H).

Greek letters

a

Br
5.

¥

Thermal diffusivity of the fluid.

Coefficient of volumetric expansion due to
temperature change.

Kronecker symbol.
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AT Temperature difference between hot and cold
walls (Ty-T¢)-

€ Dissipation rate of turbulent kinetic energy.

g Non-dimensional dissipation rate of turbulent
kinetic energy (sH/(gB;ATH)').

v Kinematic viscosity of the fluid.

v, Turbulent viscosity.

v, Non-dimensional turbulent viscosity (V/V).

p Fluid density.

Oy Turbulent Prandtl number for turbulent kinetic
energy.

Gy Turbulent Prandtl number for temperature.

o, Turbulent Prandtl number for the dissipation

rate of turbulent kinetic energy.

Superscripts

* Refers to non-dimensional value.
- Refers to time-average value. iR

Subscripts

C - Refers to cold wall. -
H Refers to hot wall.
INTRODUCTION

During the past thirty years, natural convection hds been the
subject of a large amount of numerical and experimental studies.
Heat transfer by natural convection occurs in a wide range of
engineering applications such as meteorology, astrophysics,
thermonuclear reactors, electronics, and more particularly building
physics (Allard et al., 1991), (Allard et al., 1992), (Béghein,
1992). In dwelling cells, the flow becomes unstable and turbulent
numerical models are necessary to predict the behavior of such
flows. k-€¢ models based on time-averaging of velocities and
temperatures are usually adopted for these types of flows. For
forced convection configurations, the use of wall laws avoids the
discretization of the viscous sublayer and a rather smali amount of
grid nodes can be sufficient to obtain satisfactory results.
Unfortunately, such wall laws are not adapted to natural
convection problems. The viscous sublayer must therefore be
discretized, the behavior of turbulent variables is damped within
the whole discretization domain through low-prnoldg; number
modelling.

Until now, many low-Reynolds number k-¢ models have been
proposed but they seem to give different results for identical
configurations. Fraikin et al. (1980), Nobile et al. (1989) and
Lankhorst (1991) have compared numerical results obtained with
k-e models without damping functions but which  include
molecular viscous and thennal diffusion processes.to exf)erimcntal
results. Fraikin et al. (1980) focused on numerical modelling of
convection for the "Conductive Window Problem" configuration.
They scaled the heat transfer rate integrated over the hot wall with

Gr;"m which comresponds to the one found through experimental.

means. A sensitivity analysis dealing with the constants of the
turbulent conservation equations shows their significant influence

on the behavior of the turbulent quantities..Nobile et al.,(1989)-

performed the same smdy for the "Adiabatic Window Problem"

configuration. - The characteristic scalepused to; quantify cthe
average heat transfer rate, for a rather narrow range of thermal
Rayleigh numbers (10’-10'%), is Ra,?. This correlation is in good
agreement with the one experimentally obtained by Cheesewright
and Ziai (1986) for a cavity filled with a fluid which Prandtl
number is close to unity. Lankhorst (1991) presented a very
interesting comparison of numerical and experimental results
(cavity with a 1 by 1 meter square cross section, experiments
were performed at several temperature differences) for the
"Adiabatic Window Problem" and "Conductive Window Problem™
two- and three-dimensional.configurations. For Rayleigh numbers
above 2x10° the flow was:found to be turbulent and the best
agreement was for three-dimensional computations...

Low-Reynolds number model evalyations have been performed
by many authors. Among these are. Patel et al. (1981,1985), Betts
and Dafa'Alla (1986), Henkes (1990), Chen et al. (1990). A,
systematic evaluation of the performance of eight low-Reynolds
number k-¢ models, based on the consistance of their damping
functions and source terms with their approximate expressions
obtained frem Taylor series expansions close to a solid wall, has
been realised by Patel & al. (1981,1985). The models which
perform the best are the Launder and Sharma (1974), the Chien
(1982) and the Lam and Bremhorst (1981) models. ‘An
improvement of f,, f, and f, damping functions may still increase
the accuracy of t.hese results. The configuration chosen by Betts
and Daffa'Alla (1986) for an evaluation of nine low-Reynolds
number k-¢ models is a high aspect ratio_ajr-filled_ cavity (the
flow is one-dimensional at half the cavity height). The comparison
with experimental results in terms of average velocity and
temperature distributions, maximum vertical velocity and average
Nusselt number shows a good agreement for the Jones and
Launder (1972) and the Launder and Sharma (1974) models.
Henkes (1990) performed the same kind of evaluation for an air-
or water-filled squaré’ cavity under.the "Adiabatic Window
Problem” configuration, and for & wide rangoof thermal Rayleigh
numbers (up to 10'*). In this stidy, Henkes shows that an increase
in the Prandtl number induces an increase in the laminar-turbulent
transition Rayleigh number and that this Rayleigh number differs
according to the low-Reynolds number k-¢ model - considered.
Moreover, the solutions obtained de not seem to be unique. The
comparison of the computed average Nusselt number with the
experimental ones determined by Tsuji and Naganc (1989) (plane
vertical -plate) and Betts and Daffa'Alla (1986).(high aspect ratio
enclosure) gives the best concordance for the Chien (1982) and
the Jones and Launder (1972) models. The numerical evaluation::
of.Chen et al. (1990) deals. with the evaluation of the Lam. and
Bremhorst (1981) low-Reynolds number k-€ model-and a high-
Reynolds number k-¢ model for the numerical simulation of a
turbulent flow in a small scale square cavity filled with water and
a tall rectangular cavity filled with air. The low-Reynolds number
model of Lam and Bremhorst gives the best concordance for the
vertical velocity at half the cavity height and the wall heat
transfer rates.

The aim of the present paper is to describe the results of a
numerical and experimental evaluation of three low-Reynolds
number k-€ models and to select one for the numerical modelling
of weakly turbulent flows in confined spaces such as those



encountered. in buildings. The different behaviors of the three
models are first stressed, for a thermal Rayleigh number runge of
10%10"%, The comparison with experimental results obtained for an
air-filled square cavity which thermnal Rayleigh sumber is 1.7x10°
enables us then ‘to select one of these models.
4
PHYSICAL AND NUMERICAL MODELS Zin
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Physical model ¢ ! A
The physical model is an alr-ﬁlled squar® cavity with adiabatic

or:perfectly conducting horizontal walls; and vertical isothermal
walls submitted to different temperature levels, as illustrated in
Figure 1. The thermal Rayleigh number of the configuration, based
on the cavity height and the“temperature différence between' the
vertical walls, ranges between 10® and 10'2. The Prandtl number of
the.fluid ‘considered is 0.71. T
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FIGURE 1 : PHYSICAL: MODEL STUDIED, (a) ADIABATIC
HORIZONTAL WALLS, (b) PERFECTLY CONDUCTING
P HORIZONTAL WALLS (T >Tc) Seear
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The turbulent behavior of the 5ﬂow is modelled via the eddy
viscosity concept proposed “by- Boussinesq: whick relates: the
turbulent stresses -ﬁ_'iu_'j to:the mean velocity gradientsi: The
turbulent heat fluxes -u’|T" arc €X pressed from Reynolds snalogy
between momentum and heat. The turbulent viscosity is calculated
in~each. point.of the cavity from the two-equation k-€ model. The
resulting equations written- in .their- dimensionless form -are as
follows (mcompresmble flow, Boussinesq appmxxmanon)
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“The variables of the stated problem are made non-dimensional *
with the cavity height, the temperatifre difference between vertical’
hot and cold walls, the buoyant velocity, the kinematic viscosity **
of the fluid ¢onsidered. As a litavy under-refaxation is employed
to’ensure convergence, the 3teady state formulation is used.
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The constants C,,, C,,, C,, C,, the damping functions f,, f;,
f, and the source terms D’ and E° differ according to the k-¢
model tested. The turbulent Prandtl number for the temperature
(o). the turbulent kinetic energy (o), the dissipation rate ‘of
turbulent kinetic energy (o,) are assngned the followmg values

07209, 0,=1.0, 0 =13 " Cay

The k¢ models tested

In this study, three k-6 models are investigated:
- the model -proposed by Henkes and Hoogendoom within:the
frame of the EUROTHERM-ERCOFTAC workshop that they
organised in Delft in April 1992 (Henkes et al., 1992), (Béghein
et al., 1992), TR
- the low-Reynolds number model developed’by Abrous et al.
(1984),
- the low-Reynolds number model developed by Chien (1982).

The k-6 model proposed by Henkes and ‘Hoogendoom is
intermediate between ligh ‘and low-Reynolds number models. No
wall laws are used to avoid the discretization of the viscous
sublayer, the laminar behavior of velocities, temperature and
turbulent quantities in this region is accounted for by the
introduction of molecular diffusion terms in each conservation
equation. The: constants, source terms and turbulent boundacy
conditions of this model are the following: e

Cfi=144, Cpfy=192, Cy=tanh|v[u’|, C,f,=0.09
D*=E*=0, ky=0, ep=

(12)

In the model developed by Abrous et al.(1984), the behavior of
the turbulent viscosity is damped thirough f, function which
depends on the turbulent locel Reynolds number based on
turbulent variables. The influence of f, acts therefore on the whole
discretization domain. The constants and dampmg functions are as
mcommended by Launder and Spalding(1974):

Cfieldd, Cpfy=192 |

C,m0.7+0.7-144) [ 5 Tov E cape o 13
C‘f -om[gq(ux/so)z] With' x,-cr"’kd/e

Source terms D" and E” of k” and € conservatlon equatlons are
zero. The boundary conditions for k™ and € nre ‘as pmposed by
To and Humphrey(l986) e :
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‘It the low-Reynolds number model developed by Chien(1982),
thé dissipation rate of turbulent kinetic energy is zero at the wall.
Therefore, extra terms D" and E° are includéd in the coriservation
equations for k* and s~ Moreover; the béhavior of’ the turbulent
viscosity and the destruction of the dissipation rate’ of turbulent
kinetic energy are dimped through f, and f; fun€tivng,: which

respeciively att on the viscous sublayerialone and the whole
discretization domain. The éxtra terms D™ and E°, the constants

and damping functions of this model dre calculated as follows:
i/

E'= 2c;r""e Sep(-0.5x"7)

.

D' -2Gr,"”—,
x a2en

a1s)

C,J,=135, C, =tanh|v ju"|
Cof;=1.8[1-0.2ex(~(RJ6))]
C,f,=0.09({1-exp(-0.0115x*")

s b 2
g b <3
X

R e
where X" is the distance to the closest waII and u,” is the velocity
component tangcnusl to that wall. ' -
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Numerical procedure

The numericel resolution p;aoédure of the equations which
couple the ﬁ}essuw. velacities, temperaturc and turbulent
quantities is the SIMPLER (Semi Implicit Method for P[essure
Linked Equations = Revised) __ algorithm devclopeq by
Patankar(1980). The model equations arc sp'dtially discretized over
a staggered grid using the finite difference method and then
integrated over control volumes. The Power-Law scheme is
employed for the treatment of the convective-diffusive fluxes. The
line-by-line Tri-Diagonal Matrix Algorithm (Anderson et al.,
1983) is used to solve the' linearized equations. Convergence of
the SIMPLER algorithm is reached when the residuals of all the
cquations are below a specified tolerance (between 107 and 10%).
At least S000 iterations are necessary to-obtain’cohvergence,
which “correspotids to a CPU time of about-22 minutes'on an
IBM3090 ‘computer (vectorization ' mode, 48x48 grid). As
recomiend d by Henkes and Hoogendodti within the frame of
EUROTHERM-ERCOFTAC workstiop, ‘a hyperbolic grid point
distribution for the horizontal direction and a sinusoidal grid point’
distribution for the vertical directios have been used. With such
distributions, a 48x48 grid ensures at’least 3 grid points between
the wall and the location of maximum velocity, for a thermal
Rayleigh number equal or less than 10", For the "Adiabatic’
Window Problem" configuration and a hermal Rayleigh number
of 5710', such a giid point distribution led t6 a good ‘agreement
with the reference solution obtained by Henkes and Hoogendoom
within the’frame’ of the EUROTHERM ERCOFTAC workshop
(Béghein et al., 1992) 2

EXPERIMENTAL FACILITY e R

The expenmental cell is' 1.04 meter wide, the vertical aspect
ratio H/W is 0.9, the*horiZontal aspect ratio D/W is 03. The
témperature differeice between the vertical ‘acfive walls is 20°C.
Temperature levels imposed on the hot and cold walls were
chosén Symmetrically with Fespéct to ‘the room temperature’



(20°C), -so that T,;=30°C and T=10°C. The thermal Rayleigh
number. based on cavity height, temperature difference between
vertical walls and physical properties of air at the mean reference
temperature (T, +Tc) / 2 is thus 1.7x10%. In order to avoid radiative
and conductive heat transfer considerations, - spatially and
temporally uniform temperature levels were imposed on the active
walls. The other four walls were considered to be passive: their
temperature was not controlled, although they were designed to
provide a high degree of thermal msulat:on A schemahc view is
presented in Figure 2.
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FIGURE 2 : SCHEMATIC VIEW OF.THE CAVITY.
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The two active walls. of the cavity were composed of two plane
aluminium  heat-exchangers in.-which ;water circulated at high
speed. ‘For each of these walls, circulation was pi;oduced by-a
pump with a flow which characteristics were calculated in order
1o obtain constant uniform‘ temperatures, within +0.2°C along the
entirc height of the wall. The temperature of these two water
circuits was regulated using two thermostatically controlled baths,
allowing a. temperature range between -10°C:and 60°C.-Wall
temperatures were monitored by two thermocouples at the inlet
and the outlet of each, exchanger. . The walls were carefully
polished in order to minimize radiation exchanges (€=0.2). -

The cavnty was divided into three sections in order to better
npproxmlate adiabatic conditions on the passive vertical walls: a
300 mm deep central cavity flanked by two 200. mm.deep guard
cavities intended to limit end effects by reproducing a flow
identical to that obtained in the central cavity. The symmetry of
this configuration provided the desired adiabatic conditions on the
vertical partition walls. A 20 mm thick space of air outside the
guard cavities increased ,the thermal insulation of these passive
walls. All these vertical partition walls were composed of thin (2
mm) sheets of wansparent Macrolon, allowing for visualizations
and LD.A. velocity, measurements. In addition, except when
imaging was performed, msulauon panels were. placed on the

outside in which openings had been made to allow laser beams to
pass through during velocity measurements.

The upper and lower horizontal walls were composed of
aluminium exchangers but without interior water circulation.
Polystyrene plates (50 mm thick) were glued on their inner
surfaces. These insulating layers were covered with a thin (5 pm)
sheet of aluminium to limit radiation effects (€=0.07). An
insulating layer (150 mm thick) was also glued on each outer
exchanger surface to minimize heat wransfer with the outside. .

A 15 mm wide groove along the entire length of the cavity
ceiling contained a sliding metal band with an attached vertical
1.5 m rod. The probe used for temperature measurements was
attached to one end of the rod, and the other end was connected
to a two-dimensional (vertical and horizontal) computer-controlled
positioning system;, The groove was located along the edge of the
central working cavity, as close as possible to one of the
separating walls. The device allowed. complete scanning of the
savity withput;any significant flow disturbance in the median

plane where the measurements were, pesfformed. o
o wide Afw0
RESULTS AND DISCUSSION . . =
mgr!gal evalua tlon of the three k-¢ models ‘

We first performed simulations for the three k-€ models, tested.
and for the Adiabatic Window Problem (AWP) configuration .
The k-& model proposed by Henkes and Hoogendoom was easier
to converge than the other models, due to rather high values of
turbulent viscosity. The Rayleigh number range investigated with
this model was between 10° and 10'>. With a larger under-
relaxation, we could obtain converged results with the Abrous
model over a more restricted range of Rayleigh numbers (between
10° and 10"). With the Chien model, only one simulation could
bg, performed (Ra;=10'%). . v B s

For al] simulations performed, we calculated the average Nusselt
number at the hot wall;;the maximum vertical velocity at half the
cavity height, the thermal stratification at cavity center. Figure 3
depicts the evolution of the average Nusselt numbér:for the
thermal Rayleigh number range investigated (Henkes and
Hoogendoom or "standard” model, Abrous model). At moderate
values of the thermal Rayleigh number, the Nusselt number scaled
with Ra,"’ ‘decreases until & minimum value Which corresponds
to a Rayleigh number of 10° for the Henkes and Hoogendoom
model and 10" for the Abrous model. These Rayleigh numbers
are representative of the transition to unsteady natural convection
predicted by both models. For higher Rayleigh numbers, Nu/Ra,'?
linearly increases under the fully turbulent regime for the Henkes
and Hoogendoom model and remains constant for the Abrous
model. In Figure 4, we plotted the thermal stratification T /dy”
at cavity center as a function of the thermal Rayleigh number. In
the laminar range, the thermal stratification predicted by both
models increases while it decreases in the turbulent regime. In the
turbulent regime, the flow at cavity center is much more stratified .
for the Abrous model than for the Henkes and Hoogendoom
model. In Figure 5, which represents the maximum vertical
velocity. at.half the cavity height as a function of the thermal
Rayleigh number, one,can remark two different behaviors in the



laminar regime. While the maximum vertical velocity computed |

with the Abrous model increases in the laminar regime, it
decreases for the Henkes and Hoogendoom model. In the turbulent
range, the evolutions predicted by both models are similar; for
high Rayleigh numbers, both models seem to predict identical

values of the maximum vertical velocity. Morcover, due td_the.
Henkes .and ..~

stronger diffusion process predicted by the
Hoogendoom model, the maximum vertical velocity computed by
this model is smaller than the one computed by the Abrous model.
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FIGURE 4 : EVOLUTION OF THE THERMAL*
STRATIFICATION 6T/9y’ AT CAVITY CENTER AS A
FUNCTION OF THE THERMAL RAYLEIGH NUMBER.
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.. FIGURE 5 : EVOLUTION OF THE MAXIMUM VERTICAI

VELOCITY AT HALF THE CAVITY HEIGHT AS A
FUNCTION OF THE THERMAL RAYLEIGH NUMBER.

~__ Some of the above mentioned remarks arc stressed in Figures'6,

7. 8, 9, 10, 11 which represent the streamlines; isopleths of
temperature and turbulent viscosity obtained with the Henkes and
Hoogendoom model and the Abrous model for a Rayleigh number
range between 10° and 10". The fully turbulent regions ‘are
located at the top left and bottom right comers of the cavity
where the shear stresses are high (Figures 8 and 11). For both
models, these regions stretch along the vertical walls for
increasing values of the thermal Rayleigh number. The main
differences betwcen these two pattemns are much higher values of
tusbulent viscosity and more extended fully turbulent regions
predicted by the Henkes and Hoogendoom model. In fully
turbulent regions, the turbulent- viscosity -diffuses the average
velocity and temperature fields. At the top left and bottom right
comers of the cavity, the streamlines and temperature distorsions
are smoothed by the turbulent viscosity (see Figures 6, 7,9, 10).
The hydraulic jumps present for the Abrous model at the top left
and bottom.right comers of the cavity for a thermal Rayleigh
number of 10° disappear for higher values of the thermal Rayleigh
number. One can also remark the decrease in the thermal and
dynamic boundary layer thicknesses for increasing thermal
Rayleigh numbers. The evolution of the thermal stratification at
cavity center observed in Figure 4 is highlighted in Figures 7 and
10: a global decrease predicted by the Henkes and Hoogendoom
model, a decrease in the laminar range (Figures 10.a and b) and
an increase in the turbulent range-(Figure 10.c) for the Abrous
model. Another difference to be emphasized between these two

" models is about the streamlines for a thermal Rayleigh number of

10°. The Abrous model predicts hydraulic jumps while the Henkes
and Hoogendoom model does not: the turbulent viscosity
predicted by the Abrous model is too weak to smooth out these
_hydraulic jumps. The last feature to notice is the larger thermal
and dynamic boundary layer thicknesses for the Henkes and
Hoogendoom model, due to the stronger diffusion process induced
by higher levels of turbulent viscosity.
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FIGURE 6 : STREAM FUNCTION ISOCONTOUR MAP (HENKES AND HOOGENDOORN MODEL).
Isovalues are (a) 0, (0.00035), 0.00461, (b) 0, (0.00034), 0.00438, (c) 0, (0.00022), 0.00284.
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FIGURE 7 : ISOTHERMS (HENKES AND HOOGENDOORN MODEL).
; ~,. Isovalues are (a), (b), (c) 0, (0.07143), 1.00000.
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FIGURE 8: TURBULENT VISCOSITY ISOCONTOUR MAP (HENKES AND HOOGENDOORN MODEL).
Isovalues are (a).0, (0. 856). 8.535, (b) 0, (2.414), 31.379, (c) 0, (16.62), 232.74.
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In Figures 12 and 13, we present a comparison of the local
Nusselt: number distribution at the- hot wall and the vertical
velocity.. at half the cavity height computed by the three k-¢
models tested, for a thermal Rayleigh number of 10'° (Adiabatic
Window Problem configuration). The local Nusselt number
computed by the Chien model constantly decroases along the hot
wall (Figure 12), the behavior of the flow is laminar everywhere
in the~cav}ty, the turbulent viscosity is zero everywhere. For the
other two models, the local Nusselt number behaves differently in
two distinctzones along the hot wall. In the laminar region located
in the lower part of the hot wall, the high temperature gradients
induce a sharp decrease in local Nusselt number. In the laminar-
turbulent. transition region, the local Nusselt number slightly
increases and decreases in a less prono_uliced manner in the fully
turbulent region, due to the strong diffusion process whicli occurs
in this region. Moreover, as: for identical Rayleigh numbers the
fully turbulent region predicted by the Henkes, and Hoogendeom
model is widest than the one predicted by the Abrous model, the
laminar-turbulent transition region predicted by the Henkes and
Hoogendoom model is located closer to the lower horizontal wall.
In Figure 13, one clearly remarks the thicker dynamic boundary
layer and the lower maximum vertical velocity predicted by the
Henkes and Hoogendoom model which diffuses the average
velocity much more than the two other low-Reynolds number k-¢
models. =
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FIGURE 12 : LOCAL NUSSELT NUMBER DISTRIBUTION
ALONG THE HOT WALL (Ra;=10")..
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FIGURE 13 : VERTICAL VELOCITY AT HALF THE
ol "~ TCAVITY HEIGHT (Ra;=10'%),

COMPARISON WITH EXPERIMENTAL RESULTS

Many distributions were 'provided by the experiments (for
additional information, see Mergui et al. (1992)). Among these we
selected the temperature distribution at half the cavity width, the,
vertical velocity and temperature profiles at half the cavity height,’
the local Nusselt number distribution along the vertical walls.;

~Three numerical simulations have been carried out. For a thermal

Rayleigh number of 1.7x10°, a cavity height and a width
respectively equal to 0.94 m and 1.04 m (as in the experimental
cell), the Henkes model and the Abrous model have been used.
While the horizontal walls were considered adiabatic for the
Henkes model, they were either adiabatic or perfectly conductive
for the Abrous model.

Let us examine first the temperature distributions at half the

Eavity width \(Figures 14 a and b). The determining influence” of

the horizontal thermal boundary conditions (perfectly adiabatic
AWP and perfectly conductive CWP numerical thermal boundary
conditions, vs almost perfectly adiabatic experimental thermal
boundary conditions) on the temperature distributions in the upper’
and lower horizontal boundary layers is highlighted in these
figures. Although the heat losses through the cavity walls are
extremely small, the vertical temperature gradient in the
neighbourhood of the horizontal walls greatly affects the
temperature distributions in these regions.

The vertical velocity profiles at half the cavity height (close to -
the cold wall) are presented in' Figure 15. While the Henkes and

Hoogendoom, model underestimates the maximum vertical

velocity, due to the strong turbulent diffusion process, the
agreement with the experimental profile is rather good for the

: . Abrous model (AWP and CWP). One must also remark the

location of the maximum vertical velocity given by the
expeniment, which is closer to the cold wall than those computed.
For x* smaller than 0.01, the experimental and numerical
temperature distributions at half the cavity height and close to the
hot wall (see Figure 16) are almost identical. As noticed in the
experimental profile, the temperature is diffused by the Henkes



model (AWP). The Abrous model (AWP and CWP) predicts a ® b - Exp.
smaller recirculation region closer to the solid boundary than the '’ —— Henkes, AWP

Henkes model (AWP), which does not exist in the experiment. In ~ % r '_t’“’" ous, AWP
the core of the cavity, the experimental temperature level is 0.52, 2 Abrous, CWP
which is a little higher than the computed temperature levels. § 8.1 F
: i § :
® anp
w' ~
0.85 i S
] 0.2 |
=
2

8.8 +
N "—"‘ﬂ’\ a5k

temperature (T")

o1 b ' (a) a3 : L N

) o 3915 .93 0.985 0.9 . 9.9
8.65 . _Exp. e
. — Henkes, AWP W ) ' width (x)

' -0 Abrous, AWP =
a.55s £ |~ Abrous, CWP RV

3 x5 FIGURE 15.: EXPERIMENTAL AND COMPUTED

8.5 ' : : : ; - VERTICAL VELOCITY PROFILES AT HALF THE CAVITY

0.93 09.%¢ 9.9% 0.9 0.97 0.98 0.9 1

HEIGHT (CLOSE TO THE COLD WALL).

0.5 =SSR ; 4 w i
o An investigation of the local Nusselt number dlsmbutlons along
the vertical walls stresses the strong influence of the thermal..
boundary conditions imposed at, horizontal walls on the flow
(Figure 17). In spite. of the,relatively . uniform temperatures .
experimentally; iymposcd at horjzontal; walls; the best concardance
(b) between computations and ¢xperiments is found for the "Perfectly .
" Conductive Window,. Problem” _configuration and the Abrous .
model. The heat transfer ig ovcmstlmnted for the - "Adiabatic
Window, froblem computations (Henkes and Hoogendoom model
and Abrous model). ... . . . . .
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The previous observations are summed up in Table 1, which
collects experimental and computed characteristic results. The
maximuin vertical velocity at half thie cavity hoight computed with
the Abrous model, the average Nusselt number integrated over the
hot wall and the local Nusselt number at mid-height of the hot
wall obtained for the "Perfectly Conductive Window Problem”

configuration with the Abrous model show a good agreement with!*~

the experimental findings. Even though the experimental thermal

stratification -at cavity center is much smaller than the coinputed i

ones, and despite the rather different temperature distributions in
the horizontal boundary layers, experimental and computed
temperature distributions in the rest of the cavity seem to agree
(cf (T-TcY(Ty-Tc) at x=W/2, y=3H/4).

g

CONCLUDING REMARKS .3

In this paper, the different behaviors of Iow-Reynolds number k-
€ models, due to the turbulent diffusion process’ which may be
more or less high according to the model considered, have been
highlighted, for natural convection in an air-filled square cavity.

For a moderate value of the thermal Rayleigh number (1.7x10%),
the comparison with an experiment showed the best concordance
for the Abrous model. This comparison is only a first step to a
more accurate one. Horizontal wall temperature distiibutions, that
may be useful for CFD computer code. cvaluation purposes, have
been deduced from further experimental investigations. Differences
between the models tested have. morcover been noticed for
characteristic values such as the maximum vertical velocity at half
the cavity height, the average heat transfer rate, the thermal
stratification at cavnty center; which seem to be due to non
identical wansitions to unsteady namral convecuon predlcted by
these models. Further expenmental mvesugatlons at higher thermal
Rayleigh numbers are therefore necessary to validate numenical
models.

L i
Modsls | HENKES ABROUS ABROUS Experiment
(AWP) (AWP) (CWP)
V'max 0.213= 0.269 0.299 0.27
y=HR) x"=0.0059 | x"=0.0059 x"=0.0059 x"=0.005
Nu 74.17 63.86 55.59 hot wall 52.7
s cold wall 56.6
Stratification 1.09
Ty 0.998 0.87 0.37
at center
h 0.713 0.734 0.706 0.61
(WR2.3H/4)
Nu 76.83 54.05 53.82 hot wall 48.5
(0,H72) Al cold wall 54.9

1

TABLE 1 : EXPERIMENTAL AND COMPUTED
CHARACTERISTIC.RESULTS.
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