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/11 b11lhli11gs, uariable i11fl11e11ces such a.v lime depe11d11111 ue111 ilmim1 lead 10 1/remral s)'stems where 
tlru 1i111e-co11s11111t of 1/re building becomes t1.f1111c1io11 of 1i111e. This paper i111rod1mts an t!ffit:ie111 
metlwdfflr obwi11i11g tire steady Stall!, periodic thermal re.1•po11se of a b11ildl11g with 11rbi1rnry, time 
rfepemlem ve111ila1io11 . Tlte method is applicable to "sin.qle 1ime-co11s1a111 thermal modal bw c1111 
he extemled to higher order models. A simple, elem e111ary 1111111erical method for i111egra1i11g tire 
goueming dilfero111ial eq1w1im1 is proposed 11'11id1 does 1101 need Fourier a1111/.1•si.v. c1J1wo/111ic111 or 
ere11 eu1/rwti11g an e.-.:pom:ntial. as required 1>.l' most other metlwtlr. Tile initial value is als1J 
11bwi11ed explicitly. Hence. tire usual i11i11al period of i111egm1io11- 10 .<J''' rid of 1ra11si11111s-fs 11ot 
ri•quired. By din·ct ccm1pariw11 of the 1111111erit:al method with 1111 e:rnct mwlyrfcal sol111io11 in a 
special case. it t:r proved tlrat tlte met/we/ is s11jficie111lr ucc1tra1e. prol'ided rhe sampling i111erval i.r 
1w1 tQQ large compared IO the tlll!rmul ri11111-co11su111t of the b11ifdi11g. Tfte 111e1/rod is f 11r1 lrer 
rle111011s11·u1ed hy ,·alcult11i11g the imeriQr tempera/fi re of a b11ildi11g !lu/)jected 10 forced 11 g/11 
cuvli11g. 

NOMENCLATURE 

ac/1 ventila tion rate [air changes per hour] 
C heat storage capacitance of massive structures 

[kJ /K] 
cP specific heat [kJ ikg · K] 
f forcing functi on [kW] 

H(t , w) transfer functi on 
Q, convective load (kW] 
Q, radiative load [kW] 
q heat energy stored in the massive structure [kJ] 

R, mean film resistance from interior surface of shell 
to interior air [K/kW] 

R0 conductive shell resistance [K/kW] 
Rv equivalent ventilation resistance [Kf.kW] 
T diurna l period of 24 hours (h] 

T, mean structure temperature [0 C] 
T" requi red structure temperature fo r comfort (0 C] 
T;, required interior comfort tempera. tu re [ 0 CJ 
T, zone interior ai r temperatu re [0 C] 

T.. effective sol-air ex1crna l temperature (0 C] 
To tempera ture of ventilating air [ 0 C] 

T., T, effective fo rcing temperatures [0 C] 
T, thermosta t tcmpera tllre [0 C) 

liT time interva l between sampling points [h] 
Vol zone volume [m3) 

P coefficient of differential equation, equal to inverse 
of time-constant Uhl 

r anti-derivative of /3 (t) 
p specific density [kg/m 3] 

r thermal time-constant of building [h]. 

interior tempera ture 
energy toads 
act ive systems. 
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1. INTRODUCTION 

THE ANALOGY between thermo-flow and electron
flow is often exploited to derive simple models for build
ing thermal analysis [1-5) . In these models it is usual to 
lump the distributed thermal conductance and capaci
tance so that instead of the partial differential equation 
for heat conduction, one is faced with an ordinary differ
ential equation, the order of which is determined by the 
number of lumped capacitances (nodes) used to describe 
the distributed parameters. Other heat transfer phenom
ena, such as radiative exchange and convection, can be 
integrated in the electrical analogy by defining the appro
priate thermal sources and resistances. In the case of 
natural ventilation, the ventilation resistance is time 
dependent since ventilation rates vary appreciably with 
the hour of the day. An increase in the ventilation rate 
dramatically lowers the time-constant of the building as 
the interior air, and also the interior surfaces, come into 
contact with exterior air. To model radiative exchange 
requires a thermal resistance which is strongly dependent 
on the temperature, hence strongly non-linear [6) and 
therefore also time dependent. However, in most 
methods it is assumed that the parameters (resistances 
and capacitances) are time invariant, to enable the appli
cation of Fourier or Laplace techniques to obtain the 
solution. This limits the solution to cases where the ven
tilation rate is constant; a serious practical limitation. 

In this paper we describe an elementary numerical 
method for solving the variable coefficient differential 
equation of the model of Mathews and Richards [IJ. 
without sacrificing functional accuracy or computation 
speed. Furthermore, the method is in no way restrictive 
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regarding the magnitude or details o f the variation of the 
parameters with time . The olution obtained is also · table 
and free of transients even with discontinuous variations 
of the parameter . The method is generally applicable to 
the simple RC networks which many investigators use Lo 
model heat flow in buildings and other structures [2- 5) 
by treating the higher order equations as a system of first 
order equations. 

This paper commences with a discussion of some popu
lar methods for thennal analysis in Section 2. In Section 
3, the general governing equation for the thermal net
work from [1], with time dependent parameters is given . 
In Section 4 some techniques for solving variable RC 
networks are discussed. A new efficient solution method 
is presented in Section 5 and the accuracy of this method 
is discussed in Section 6. Jn Section 7, it is shown how 
the model of [ L] can be extended to include active systems 
with indoor temperature controlled by a proportionally 
controlled thermostat. ln Section 8 the extension of the 
method to higher order models is presented. Finally, 
Section 9 concludes with an example of the application 
of the method to night cooling of buildings. 

2. METHODS FOR BUILDING THERMAL 
ANALYSIS 

Before we discuss the method of[!) a brief discussion 
of the more popular methods for thermal analysis is in 
order. 

A large number of computer programs for building 
thermal analysis are available. according to Tuddenham 
[7] there are more than one hundred in the United King
dom and many hundreds elsewhere. Most of these 
methods are based on the 'admittance method' of the 
CIBS [8] or the 'response factor method' of ASHRAE [9]. 
The CIBS method was originally developed for manual 
calculations [10). It employs pre-calculated tables of 
decrement and other factors for building materials. The 
response factor method was originally developed for 
computer implementation [11). It does seem, however, 
that-the method was severely influenced by the very crude 
computer hardware and software available at the time 
and the central theme of the method appears to be an 
attempt to ease the evaluation of the convolution integral, 
as required to obtain the forced response [6). In view of 
the undreamt of growth in computer technology and 
numerical techniques in the last two decades, both these 
models appear outdated. The Fast Fourier Transform 
has made the evaluation of convolution integrals in the 
frequency domain a computationally efficient exercise. 

In fact, it is today perfectly feasible, with the aid of 
two-port theory and cascade-matrices, to solve the partial 
differential equation for heat conduction exactly; as sug
gested by Athienitis [12 13]. This approach is extremely 
powerful and very comprehensive thermal models may be 
used. However, it is limited to steady periodic solulions, 
which is-in our opinion- not a very serious drawback. 
Simulation of non-steady conditions seems rather aca
demic. In practice one is confronted with continuous 
variables which can be described as quasi-periodic. One 
should therefore rather attempt to find the quasi-periodic 
solutions which are often sufficiently accurately rep-

resented by periodic solution [12]. Especially if the prin
ciple of a design day, week or year i.s adhered 10. 

We believe there is scope for new methods. An im
portanl point is Lhac new thermal analysis methods can 
eiLhcr attempt Lo be extremely accurate, with emphasis 
on exact simulation-and be of academic value only, or 
sufficienliy accurate with a design philosophy (e.g. design 
day) in mind-and practical. The highly refined models 
are more suitable for laboratory investigations of 
thermo-flow in buildings, with experimental verification 
under carefully controlled conditions. For design pur
poses. a simple Li1ermo-flow model with a very clear 
physical interpretation and ready solution is more appro
priate. Tl1e architect must be a ble lo esta blish the thermal 
merits of a particular design in a convenient and efficient 
manner. The engineer needs a tractable model of the 
passive behaviour of the building to optimize his design. 
Architect and engineer need a clear physical interpret
ation of the model in order to rectify problems. 

The required accuracy of a design tool needs careful 
consideration. fo the initial stages of design many essen
tial detaiJs such as furnishing · are unknown. in fact , 
even if the design is complete in all details, it is doubtful 
that the thermal properties of all the materials are that 
well known, or that the influence of various construction 
methodologies on the thermal characteristics can be pre
dicted. These uncertainties, combined with the vagaries 
of climate predictions and the behaviour of occupants 
and administrators strictly limit the practical attainable 
accuracy. In our opinion, thermal performance tools 
must attempt to model the essential thermal charac
teristics of buildings. The first task of the designer is to 
ensure lhe basic thermal properties of the building, such 
as the shell resistance and the thermal time constant. 

Tl was indicated by Mathews and Richards [L] that a 
simple, single time·constant RC network, as given in Fig. 
I, can be a very useful aid for determining the thermal 
performance of a building. This extraordinary simple 
approach has a number of important advantages; the 
thermal response analysis can be implemented on inex
pensive, generally available computers (PCs) and still 
provides fairly accurate answers, while requiring a mini
mum amount of effort and time. In addition, the simple 
thermal network has a very clear physical interpretation, 
which is easily explained to designers. The simplicity also 
enables easy extension to include new ideas and building 
materials. This facilitates a design process where, once 
the basic design has been described, various options can 
be evaluated in a couple of seconds. The data input 

Fig. I. Electrical analogue from [1) for thermal analysis of build· 
in gs. The symbols arc: T,.-mean sol-air temperature. T<-b~lk 
structure temperature T ;-interior air temperature, T0-ext~or 
air temperature, R0-shell thcrmal resistance, R.-mean inten~r 
surface film resistance, R.-effeotive ventilation resistance. C is 

the active heat storage capacitance of the structure [ 14]. 
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requirements are modest since only the essential features 
of the building are described. No expert knowledge of 
thermal analysis is required. 

The main limitations of the method are the single zone 
approach, the assumption of isothermal interior surface 
temperature and the assumption of well mixed interior 
air. The validity of these assumptions is difficult to estab
lish, but nevertheless, the method is vindicated by the 
excellent results obtained from verification experiments 
in many buildings [I] . Also, in our opinion, the number 
of practical cases requiring detailed multi-zone thermal 
analysis is very small. 

The details of the method appear in [!] . Briefly, in 
Fig. I the resistances are: R0 --conductive shell resistance 
including exterior film coefficients, R.-film resistance of 
the interior surfaces and R.-ventilation resistance. The 
ventilation resistance is obtained from R. = 3.6/Vol· 
p · ach · cP where Vol [m .i ] is the interior volume, p 
[kg/m 3

] is the density, cP [kJ/kg · K] is the specific heat 
of air and ach is the air change rate per hour. The sources 
in Fig. I are: T,0 -averaged sol-air temperature of the 
external surfaces, Q,-mean radiation on the interior 
surfaces, Q.-interior air convective sources and T0 -

temperature of the ventilating air. The circuit can be 
easily extended to include also structural cooling, evap
orative cooling etc. by adding more sources. The heat 
storage of the massive elements of the construction is 
represented by the capacitor C. The value of C. which is 
critical, includes only the active part of the total heat 
capacitance of the zone and is determined in a heuristic, 
but theoretically well founded and experimentally well 
proven method [14]. Typical values for the network 
elements for a selection of building zones are given in 
Table 1. Some relevant details of the zones are supplied 
in Table 2. 

The dependent quantities of interest are firstly: the 
interior air temperature T;, and secondly : the sensible 
load required to maintain a specified interior tempera
ture. (Latent loads present no problem, but for sim
plicity's sake this paper will be restricted to dry-bulb 
temperatures. A new version of the program is com
mercially available which includes evaporative cooling, 
latent loads and structural cooling.) The method has been 
extensively validated [l , 14] a nd ha. already, in practice, 
proved a valuable design aid for archi tects, and for estab
lishing nonns for the design of thennally efficient new 
buildings. The implementation is restricted lO periodic, 
diurnal forcing functions. The philosophy is to calculate 
the response for a typica l hot and cold design day as 

though every other day is exactly similar. In practice, the 
method will be grossly erroneous only when the building 
has a very long time constant (very massive with high 
shell isolation) and the thermal energy consumption 
differs radically on some days from the norm e.g. on 
weekends, or if the weather pattern is drastically different 
on a single day. This approach is in line with the phil
osophy of a design day, where days of typical extreme 
weather are used. There is no fundamental reason why 
the method is not applicable to periods of e.g. 7 or 365 
days . 

Previously the solution of the network was obtained 
by convolving the forcing functions and system response 
in the frequency domain [!]. This method assumes the 
parameters R0 , R,, R. and Care constants in time and the 
governing equation of the network is a linear, constant 
coefficient, differential equation. This is rather restrictive; 
with this assumption the program cannot treat situations 
where e.g. the ventilation rate (and therefore R.) varies 
with the hour of the day. Consequently, the method is 
only applicable to situations where the windows remain 
closed or open during all hours and/or a constant rate of 
forced ventilation and infiltration is maintained through
out the day. Most other thermal analysis programs suffer 
from the same limitation. To relax this restriction, it is 
necessary to solve the governing equation of the network 
of Fig. 1, with circuit elements which are assumed func
tions of time; a considerably more difficult problem. 

3. GOVERNING DIFFERENTIAL EQUATidN 

The equation for the interior air temperature of the 
network of Fig. 1, with resistors and capacitance assumed 
functions of time, is 

T. _ T0 • R. + T, · R0 

I - R.+ R. 
(I) 

where: 

(2) 

Tc is the temperature at the structure node (across the 
capacitor in Fig. I) and is given in terms of the stored 
heat q 

(3) 

which is found from the governing differential equation 

(4) 

Table I . Numerical values of circuit parameters for some typical building zones. The time-constant for 
interior temperature, and also the time-constant for load calculation are given for ventilation rates of 

0.1 and 30 ach 

Thermal parameter(s) ach = 0.1 ach = 30 
c Ro R, R. 't'T R. 't'T 't'E 

Building [kJ/K] [K/kW] [K/kW] [K/kW] [h] [K/kW] [h] [h] 

Shed 416521.70 0.0656 0.0650 9.934 7.54 0.0331 4.55 3.78 
Hut 1822.77 33 .8771 2.0330 1333.333 16.73 4.4444 2.75 0.97 
Factory 1593885.15 0.0422 0.0060 0.335 16.62 0.0011 2.70 2.33 
Room 3968.47 29.0070 2.0740 1333.333 31.30 4.4444 5.87 2.13 
Shop 45398.16 2.7359 0.3150 69.231 33. 19 0.2308 5.74 3.56 
Office 61780.04 8.3667 1.4180 878.049 142.23 2.9268 49.08 20.81 
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Table 2. Some construction da ta of the bui lding zones of Table I 

Floor Shell Window 
Description of area area Volume 
buildings [m1] [m1] [m)) 

Shed 763 1290.8 3624 

Hut 9 48.3 27 

Factory 7755 13292 !07500 

Room II 19.5 27 

Shop 102 185.7 520 

Office 14 9.9 41 

In (4) the subscript T refers to the solution for the interior 
air temperature. The forcing functionA is given by 

with 

f 
T, TV 

T=-- -+ -'
Ra +Rv R0 

Ty = T, 0 +R0 ·Q, 

(5) 

and the time dependent coefficient fJT(I) is the inverse of 
the time-constant -rT of the building 

R. +Ro+Rv 
PT= C• Ro• (R, +R. ) = 1/-rT. (6) 

In (6) it is seen that the time-constant of the building 
varies between a maximum value of C· Ru wiLh no ven
tilation (R.--> co), and a minimum of C · R. · RJ (R,. + R0 ) 

when the ventilation rate is very large (R. -+ 0) . 
It is possible to substitute (2) Lo (6) in equation (I) to 

obtain an equation which directly delivers T; in terms of 
the sources. In practice it is a great advantage to 
write the governing equation in terms of the amount of 
stored heat, and not in terms of the primary quantities of 
interest. The stored heat is a fairly smooth fu.nction of 
time (provided mass is not added to or removed from 
the structure), while the temperatures are subject to sha rp 
discontinuities when the values of the circuit elements 
suddenly change. Since we are especially interested in 
sudden, large changes, e.g. when windows are opened 
and closed or forced cooling is switched on and off, it is 
important to be able to solve the equation accurately for 
discontinuous coefficients. 

Note that the equations were derived for the general 
case where any of the elements, and not just Rv, may be 
subject to variation although Rv is the most important. 
There is little formal distinction between changes in Rv 
and changes in the other elements. Hence the only type 
of variation the equations do not cater for is when the 

area 
[m1] 

12.6 

1.76 

1335 

1.79 

24.92 

3.91 

Roof Floor Walls 

exposed concrete steel 
steel on ground 
exposed concrete double brick 
steel on ground 
airspace 
fibreboard 
exposed concrete steel 
steel on ground glass wool 
glass wool 
exposed carpet brick 
steel concrete cavity 
airspace on ground brick 
glass wool 
gypsum 
exposed PVC double 
slate concrete brick 
glass wool suspended 
airspace 
fibreboard 
not exposed PVC brick 
concrete concrete cavity 

brick 

storage capacity of the building is varied by introducing 
or removing mass. Variation in the other parameters is 
of more than theoretical importance, e.g. the interior film 
resistance is definitely also affected by the time-dependent 
air circulation rate . However, since we currently have no 
reliable model for these influences they have been ignored 
in the rest of this paper, and constant values for R., R0 

and C were used in the numerical calculat ions. 
Analogous to equations (I ) to (6) the sensible con

vective load Q"" to obtain a prescribed interior tem
perature T;,, can be found by substituting T,, fo r T, in ( 1) 
to (6) and "olving for the convective load. While this load 
calculation is highly theoretical-practical thermo
stats normally include dead bands and/or hysteresis
lhe calculation is useful for estimating required system 
capacitances, without troublesome iterative procedures. 
Qcr is given by 

R.+Rv T0 , T0 

Qc,=-R ·R ·Ti,--R --R 
a v a v 

(7) 

with Tc, the required structure temperature. Tc, is deter
mined from the amount of stored heat q, 

Tc,= q,/C 

which satisfies the differential equation 

q,+pE·q, =k 

In this case the forcing functionfE is given by 

/E =Ty+ Ti, 
Ro R. 

and the coefficient PE is 

(8) 

(9) 

(IO) 

( 11) 

It is seen that the convective load time-constant -rE cor-

~-----------------11111 
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responds with the air temperature time-constant when 
the ventilation rate is very large, that is with the minimum 
value of rT above. In (11) the ventilation resistance Rv 
plays no role, because the ventilation load is completely 
canceled by the convective system, so that the interior 
air-temperature is maintained at the set point. In both 
instances, (4) and (9), the solution of a linear first order 
differential equation with time dependent coefficient fJ(t) 
must be found. The equation is of the form 

y(t)+{J(t) ·y (r) = x(t). (12) 

4. EXISTING METHODS OF SOLUTIONS 

The general solution of ( 12) is well known and can 
be found in any text book on elementary differential 
equations. It is 

y(t) =exp[-r(t)]·f ,, exp[r(t)]·x(t)dt (13) 

with 

f(t) = f {J(t) dt . (14) 

In (13) the lower limit of integration is taken at minus 
infinity to indicate that the steady state response is 
required. The integral can be evaluated by numerical 
integration (either in the form of (13), or in the form 
of the original differential equation (12)) by a standard 
procedure such as Runge-Kutta. Standard numerical 
integration is, unfortunately, relatively inefficient. The 
initial condition is unspecified, or stated more precisely: 
is assumed to have occurred far back in history. The 
integration must continue until the transient response is 
extinct. Since the time constant of a building can be 
quite long (50 hours or more is not uncommon), and the 
transient response can be regarded as sufficiently extinct 
only after 5 time constants, integration may have to con
tinue for a considerable period to ensure sufficient accu
racy of the answer. Since a very high premium is attached 
to the speed of computation, it is desirable to find a 
quicker method. 

Various methods for treating systems with variable 
parameters exist in the literature. It was shown by Carson 
[15] (see also [16]) that the solution can be expressed in 
the form of a Volterra integral equation. The solution of 
this integral equation is given in terms of an infinite 
progression. Alternatively, solutions in terms of a series 
expansion of Bessel functions can be found when the 
coefficient varies sinusoidally [16]. These and other simi
lar expansions [17, 18], converge rapidly when the vari
a~oo of the coefficient {J(t) is slow compared to the vari
ation of the forcing function, or when IP/Pl« I. For 
sudden jumps in the value of p, i.e. when p is very large, 
Ibey are of little practical value. 

The traditional method for isolating the steady state 
ponse is through Fourier series methods. In essence 
e. is little fundamental difference in the application 

this method to systems with variable parameters-as 
~~Do:sed to constant parameters-except that it must be 
;::i~•um. ed that the Fourier coefficients of the output are 

ons of time [17]. The method leads to a mixed time-

frequency domain description . The Fourier tcchni4ue is 
so prevalent in the literature that it warrants some further 
discussion. 

Since the differential equation is linear (although time 
variant) it will be sufficient to determine the solution for 
the phasor x(t) = X·e j'"' (X = X(w) a complex number 
independent of time). The solution for general periodic 
inputs can be obtained by superpositioning the phasor 
components of each constituent frequency component. 
Assuming the response y(t) to the phasor input x(t) is 
of the form y(t) = Y(t, w) · ej"'' and substituting these 
assumed values for x and yin (12) furnishes: 

aY(t,w) 
, +Uw+fJ(t)]·Y(t,w)=X(w) . (15) 
ot 

This is the modulation function equation (MFE) of the 
system as discussed in [18]. In [17] and [18] methods are 
presented for directly transforming (12) into (15) for 
more general systems. It is customary to define the system 
transfer function : 

Y (t, w) 
H (t, w) = - x-

which, from ( 15), satisfies: 

c"'B 
--:;- + [jw +Pl · H = I. 
ct 

(16) 

( 17) 

Equation (17) is of exactly the same form as (12), 
however, it involves complex functions and the input 
in (17) is a constant. But obviously, the Fourier series 
expansion is not beneficial regarding computation time., 
Instead of the initial value, y (O) in ( 12), the initial fre
quency response H(O, w) is required, and furthermore, 
(17) must be solved for each frequency component of 
the forcing function. However, if the time-constant is 
sufficiently long at all hours, only the first few frequency 
components will be significant in the solution. 

A straightforward and useful approximate solution to 
the time dependent problem is to ignore the derivative 
term aH/at in (17), yielding the approximate system 
transfer function Hr(t,w) ~ 1/[jw+fJ(t)], which may be 
called the frozen system function after [17]. This type of 
approximation is frequently employed, e.g. when time 
dependent admittance factors or transfer functions are 
instantaneously varied in the solution procedure. Actu
ally, the building cannot immediately adjust to a change 
in parameters, the adjustment is subject to the constraints 
imposed by ( 17) . If Hr is substituted in ( 17) it is immedi
ately seen that the approximation is very crude when 
sudden changes occur. The frozen system is a good 
approximation when the changes in the parameters take 
place over a period of time considerably longer than the 
current time-constant. The error incurred by the use of 
Hr for H may be interpreted in a physical way by noting 
that the calculated response will overreact to sudden 
changes, since it is assumed that the system can immedi
ately adapt to changes. 

Another approach is to assume the circuit parameters 
are constant in small intervals and then to solve the 
equation exactly for each interval [19]. This approach 
requires matching the final conditions of each interval to 
the initial conditions of the next interval. For a steady, 
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periodic solution, the initial condition of the first interval 
must match the final condition of the last interval. It is 
seen that the process requires the simultaneous solution 
of a large number of equations. In the next section we 
obtain an approximate method following tbis approach 
with the additional assumption that all forcing functions 
and output variables are constant between sampling 
points, in which case the integration is trivial and an 
explicit formulation for the initial value is possible. 

5. APPROXIMATE NUMERICAL SOLUTION 

The advantage of writing the governing equation in 
terms of the amount of stored energy is; it reduces the 
sensitivity of the solution of T; to errors in the solution 
of the differential equation (12). A large part of the vari
ation in T; is accurately included in the final calculation 
of T; and Q,; from q, in (I) and (7). This is easily dem
onstrated by noting that in the limit, when the ventilation 
rate is very large (R. ~ 0), the sole contributor to T; 
in equation (1) is Tx. On the other hand, when R. 
approaches infinity, the sole contributor is Tc. This is in 
accordance with the network of Fig. I. 

To obtain a numerical solution for (12) we follow the 
standard procedure of rewriting the equation in the form 
of an integral equation 

y(t) = f ,., [x(t 1)-{J(t1)·y(t 1)]dt 1 

=y(O)+ L' [x(t 1)-{J(t 1)·y(t1)]dt 1. (18) 

For periodic, steady state solutions with period T, it is 
required that the initial value of every period equals the 
final value of the previous period 

and therefore r [x(t1)-/J(t1)·y(t1)]dt1=0. (19) 

The steady, periodic solution of ( 12) is given by (I 8) with 
boundary condition stipulated by (19). For discrete data 
at t = I; = i · !l.T, T = N · !l.T, these equations take the 
form 

k-1 
Yk =yo+ I !l.T·(x;-/J;'Y;) (20) 

i-0 

and 
N-1 
I !l.T·(xi-/J;·y;) = 0. (21) 

i ""o 

It is assumed all variables are constant between sampling 
points and X; = x(t;) and /J; = {J(t;) are tabulated func
tions. Equation (20) can be written in the following cor
responding, iterative form 

Yk =!l.T·xk-l+(l-!l.T·/Jk-1)"Yk-1 (22) 

k = 1,2,3, ... ,N-l 

If one value of y is known the other values are easily 

found from (22), provided the iteration is stable . A closed 
form solution for the initial value y 0 is obtained by start
ing with 

and substituting previous values of Yk· 

YN = !l.T·xN-1+(1-!l.T·PN-i)·(!l.T·xN- 2 

+ (1-!l.T· PN - 2). (!l.T· XN - 3 

+ ( ... !l.T· X 0) ..• ))) + (1-!l.T· PN - 1) 

·(1-!l.T· PN-2) · ... · (1-!l.T· /Jo)· Yo= Yo· 

This can be rewritten compactly 

N- 1 
1- n (1-!l.T·/Jk) 

k=D 
(24) 

When programming equation (24), advantage can be 
taken of the fact that the product expression occurs both 
in the numerator and the denominator, by starting with 
the highest value of k and counting down instead of up. 
By storing at each step k the partial sum and the par
tial product, the product expression can be evaluated 
successively for every term in the sum. The product 
expressiOn in the denominator is found by multiplying 
the final product of the numerator with (1 -!!.. T· {J 0 ). 

The complete approximate solution is given by (22) 
with initial value given explicitly by (24). In effect the 
iteration is · carried out twice through one period. The 
first iteration is used to determine the initial value, and 
the second calculates the results at all hours. We maintain 
that the method is efficient; the initial value is determined 
after a single iteration, instead of after iterating through 
five time-constants. It will be shown in the next section 
that sufficient accuracy can be obtained from a fixed step 
size. 

Firstly we must establish the stability of (22). To inves
tigate the stability of (22) the :!l transform method (20] 
will be used under the assumption that {J is independent 
of time. The transfer function of (22) in the = domain is 
then 

Y(z) z- 1 ·AT· p 
H(z) = X(z) = 1-z- 1 • (1-!l.T· {J) · C25) 

The time invariant system is stable if the pole of the 
transfer function lies inside the unit circle on the complex 
z-plane, i.e. 

11-AT·/JI ~I. (26) 

It must be noted that this condition will not guarantee 
stability in the time variable case, but it is indicative of 
stability [21]. ln practice we gave found the iteration 
stable under the condition (26) even for sudden large 
changes in the value of p. According to (26) the sampling 
interval is chosen so that 6T· Pm < 2, where p,,, is the 
maximum value attained by p(t). For most practical 
buildings a sampling period of I b.our uffices. For 
extremely light constructions we have found it necessary 
to decrease the sampling rate to 15 min. An equation 
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very similar to (24) can be obtained by using a backward 
difference in (22). It has the advantage of unconditional 
stability. However, we have found the solution given by 
equations (22) and (24) quite satisfactory in practice. The 
complete solution for interior air temperature is given by 
equations (I) to (6), with the solution of (6) obtained via 
(22) and (24), with q, fT and f3T replacing y, x and f3 
respectively. Similarly, the convective load required to 
maintain a prescribed interior air temperature is given by 
(7) to (1 !), where the solution of equation (9) is again 
given by (22) and (24), with q,,/E and f3E now replacing 
y, x and {3. 

6. ACCURACY OF THE METHOD 

The method of Section 5 is essentially Euler's method 
for the numerical integration of a differential equation. 
An upper bound for the total propagated error is [22] 

tiT· ljil 
lei ~ --

2
-T ·[exp ({3 · T)-1] . (27) 

The error grows rapidly when {3·tiT= tiT(r > 0.1. IJil 
may be quite large for sudden changes in {3. In fact, the 
derivative of (12) gives 

(28) 

I.YI contains a term proportional to fl which might be 
large for large variations of {3(t). Actually, the numerical 
integration technique is rigorously exact if all variables 
assume constant values between sampling points, even 
with discontinuous derivatives at the sampling points. 
Equation (27) must not be taken too seriously, it is 
derived under the assumption of continuous functions. 
To decrease error propagation and accuracy for con
tinuous signals, one can use a higher order numerical 
approximation technique. Beginning with the trapezoid 
rule, for instance, an exactly similar scheme with local 
error theoretically proportional to the third derivative 
and square step size results. These and a host of other 
higher order approximation techniques [23] are not as 
advantageous for discontinuous input functions. Unless 
the integration is done over continuous subintervals, they 
tend to smooth the discontinuities and to make the solu
tion appear non-causal, since they pre-empt the sudden 
change. The effect is easily explained by noting that the 
higher order techniques in effect interpolate between the 
sampling points so that values in the immediate future 
will influence the present result. In practice, we have 
found the Euler algorithm sufficiently accurate and quick. 

To obtain a practical evaluation of the accuracy of the 
11lelhod the approximate solution can be compared with 
lhci. exact solution in a special case. We take the case 
wh~rc P(t) is constant everywhere, except at two points 
•.here the value jumps discontinuously i.e. f3(t) given by 

PCt) = {f3o 
{3 I 

when 

(29) 

where 

x [ A(t) = 7J' l -e-111 + mf3 J __ ·a(t) 
{32 +w2 

a(t) = cos (w[t+ 1
0
]-rp)-cos (wt0 - rp) · e- 111 

and y(O) is the initial value, tan <p = w/ {3. Next, apply this 
solution to the intervals in (28) and set y(O) = y(T), and 
y(T 1) continuous. The solution for y(O) = y 0 is 

with 

A I +Ao. e-P,(T-T,) 

Yo= l-e-p0 r,-p,(r-r,J 

A 0 =A 0 (T 1) and A 1 =A 1(T-T 1). 

(30) 

The subscripts 0 and 1 of A and f3 in (30) refer to the first 
and second intervals respectively. Figure 2 shows the 
error between analytic solution (29), (30), and approxi
mate numerical solution (24), (22), for a building with 
relatively short time-constant. The building (an agri
cultural shed) has a time-constant of 7.5 hours (see -r;T 

(Table 1)) with closed windows. This is a very short 
thermal time-constant and a practical sampling rate 
would be 15 min, but to show the robustness of the 
method, a sampling period of 1 h is used in the calcu
lation. The ventilation rate jumps from 0.1 to 30 ach 
resulting in a time-constant jump from 7.5 to 4.6 h, the 
jump occurring at T 1 = 11 h. The forcing functions µsed 
for the calculation are: 

T'" = 20 + I 0 ·cos (2rr/24 · 1)°C, 

T0 = 20 + 5 ·cos (2rr/24 · tYC and 

The figure shows the error obtained by a sudden increase 
in the number of air changes as well as a sudden decrease 
of similar strength. In this worst case. f3 ·ti T = 1 /4.6, the 
temperature error is less than 1 cc. The error is decreased 

0.8 ~-----------------...... 

0.6 
/ ........ . 

0.4 30 to 0.1 ach '\ 
Ventilation jumps from /s' '.. 

! Q2 •, \ /. ..t-·+-....... ..,, 
i 0 ~'~ )~/\,... ...... •+ 

0 ' ,,. "' " ~ -0.2 \., ............... ..- / Ventilation jumps from 

' \., j 0.1 to 30 ach 

~.... , . ,{ 

" ,I ~ .... 
-Q4 

-Q.6 

-QB 0 2 4 6 8 10 12 14 16 18 20 22 

Hour of day 

Fig. 2. Difference between analytically derived exact prediction 
of interior temperature and numerical algorithm for a sudden 
jump in ventilation rate and sinusoidal forcing functions. The 
sampling period is 1 h. Building: agricultural shed (see Table 
2), time-constant rT = 4.6 h (see Table I), with ventilation rate 
30 aclz. The upper and lower traces show the error when the 
ventilation-rate jumps from 0.1 to 30 ach, and from 30 to 

0.1 ach respectively. The jump occurring at the I Ith hour. 

:1 
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30 ..... --- -
.... Ventilation jumps tram / 

26 '\ 0.1 ta 30 ach 

26 nA..'°"ui:i.. / / 
+~..._ \ 'ti. Ventilation jumps from • ,......r 

.,, 24 fl- • ..,_--..\ ~ 30to0.loch / ,¥ P 

·~ !'+.\ '>( .,.,, ./1 q; 22 ', • tJ. I. / ,rt 
u +,, ' 1/'a • 
~ 20 

Outside air ~ 'ti ,~,rt' /,/ 
E 16 ' ' \ ,+! JfJJ I 

16 /\ ~:!:~,'6~1 ,./· 
14 Sol -air \ '•· ./. ..... • 

12 • l 
'\ . •, ; 

10 
0 2 4 e - ~ 1h •,~ 14 1s 1e 20 22 

Hour of day 

Fig. 3. Predicted interior lemperalure for the low-mass building 
of Fig. 2 wben the venti la tion- ra te jumps from 0.1 to 30 ach. 
The assumed sol-air outside air. and two predicted inierior air 
1empcru1ures are shown. fo r lhe cases where the ventilation- ru le 
jump · from 0.1 10 30 ac/1, and from 30 to 0. 1 ac/1 res pectively. 

to insignifica nt levels by dccreasin.g the sampling period 
to 15 min . with linea r interpokllion between ·ampling 
points. Figure 3 shows the resulting interior tempera
tures. o te the sharp discontinuity. In practice, the heal 
capacita nce a nd the fi nite mixi ng time of the interior 
air (bo ih neglected in the model) will tend to smooth 
the discontinuity so th<ll a mooth trun ition will be 
measured. (We ha ve al o fo und that with sudden changes 
in th<.:: ventil:i 1i,, 11 ra le the lime constant of the thermo
graph can often nol be neglected. 

The ca lc11la lions were repea ted for a build ing with a 
lo nger time-constant (o tflcc block) where the time con-
tan t j umped from 142 to .+9 h when the ventila tion ra te 

jumped from 0.1 to 30 ach. The error between the analytic 
and approx ima te solu tions io this case, T = I h, 
/J·6. T = 1/49. was !es than 0.1 °C. 

7. PROPORTIONAL FEEDBACK, ACTIVE 
SYSTEMS 

The method is very easy to extend to active indoor 
convective systems. If another system convective load, 
Q,, given by 

(31) 

with (X the proportional feedback ga in [kW /K] and T, the 
thermosta t temperature. is added to the convective load 
Q. in (2), it is found that lhe behaviour of the system is 
again governed by (4) bul with parameter p(c) now given 
by 

rx · R 2 

Ps(t) =PT- v (32) 
C· (R. +R. ) · (R 0 +R. -rx· R0 R. ) 

In the limit rx ..... co , Ps ..... PE in accordance with the root
locus theorem for closed loop systems. It is seen that by 
this simple re-definition of f3 the method can be extended 
to proportionally controlled systems. Practical thermo
stats include non-linearities such as dead bands and 
hysteresis. These effects can also be included in the model, 
but the solution of the model becomes arduous ; the 

16 '--~2-~4"'""'~s-~e~~10'--~12'---14'---1s.___1~e~2~0-2~2-2 ...... 4 

Hour of day 

Fig. 4. Night cool ing of a shop and a massive office. The traces 
marked ·uncooled ' are with a ventila tion-ra te of I ach during 
1he hours 1700 to 0900. and 2 ach during the hours 0900 lo 1700. 
The o ther traces show the .:ffcct of increasing the ventilation lo 
_o acli during the hou rs 2000 to 0600. The internal load during 

the hour 0800 to 1700 consists of 0.5 kW and 2 persons. 

initial value must be found by successive approximation 
[23]. 

8. DEMONSTRATION OF THE METHOD 

To conclude the paper, we demonstrate the application 
of the method to predicting the interior temperature in 
buildings subjected to night-time forced ventilation. Fig
ure 4 gives the interior temperature obtai ned for a build
ing of medium (shop) and long time-constant (office) : 
with a ventilation rate of l ach durin g the hours 1700 
to 0900 and a daytime ventilation ra te of _ acl1. and 
secondly, with a ventilation rate of 20 ach from 2000 to 
0700 and 2 ach during the rest of the day. The outside 
air temperature is also shown. Both buildings are mod
elled with an interior load of2 persons and 0.5 kW during 
office hours. Both buildings respond favourably. The 
peak temperatures drop nearly 4°C in the office and 2°C 
in the shop, bringing them close to the comfort range. It 
may be noted that these results arc in qualita tive agree
ment with the conclusions reached in [24), obtained with 
a much more sophisticated fi nite diffe rence method. The 
authors will attempt to verify predictions like these in the 
near future by actual measurement in test huts and real 
buildings. 

9. CONCLUSION 

The method of Section 4 has been implemented in a 
Pasca l routine which calculates the solution of the vari· 
able network in a fraction of a second on an ordinary 
PC. The method is simple, straightforward, efficient and 
sufficiently accurate. It does not require Fourier analysis 
or even the evaluation of exponentials. 
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