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Influence of Computational Parameters on 
the Evaluation of Wind Effects on the 
Building Envelope* 

APPUPILLAI BASKARANt 
TED ST ATHOPOULOSt 

This paper systematically examines the infi11e11ce of the c:omp11tational parameters on the computed 
wi11d loads 0 11 the buildi11g envelope. Parameters co11.ridered include: size of the computational 
domain , m1mber of comp111atio11a/ grid nodes. criteria used for the convergence of an iterating 
procesfr and computing time requirements for different computer systems. In all four cases, 
complfled results and computatwnal cost (CPU time) are analyzed and for some cau1 comparisons 
are also made with the experimental data, By using this analysis a diagnos1fc system to monitor 
the computed results can be developed. 

NOMENCLATURE 

a" hybrid difference scheine coefficient at node P 
8 building width 

C" mean pressure coefficient 
H building height 
k turbulence kinetic energy 

IR recirculation length from leeward side of build­
ing 

L building length . 
n, number of nodes surrounding P 

NX, NY, NZ total nodes on x, y and z directions 
p fluid pressure 
P grid node under consideration 

R, imbalance in the conservation of mass 
R~ residual source 
SL linearized source tenn 

t time 
u, v, w mean velocity components along x, y, z direction 

118 velocity at gradient height 
UH velocity at roof height 

x, y, z distance along the co-ordinate axis 
z1 height of the boundary layer 

Greek symbols 
ox, oy, oz grid distances between nodes 

s dissipation of turbulent kinetic energy 
</I dependent variable, i.e. u, v, w, k, a 

Abbreviations 
USD Up-Stream Distance 
DSD Down-Stream Distance 

DT Distance from the building Top 
DS Distance from the building Side 

MIPS Millions of Instructions per Second. 
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1. INTRODUCTION 

A SYSTEMATIC approach is necessary to understand 
the products of nature and their consequences in human 
life. Wind is not only an integral part of human survival, 
it also has significant effects when it flows around build­
ings. Three major wind-induced effects on buildings 
(structural, environmental and energy) arc listed in Fig. 
I. It is the responsibility of a building engineer to design 
a safe and economical building taking these effects into 
consideration. So engineers need information regarding 
these wind-induced effects on buildings during the design 
process. This information is available through wind load­
ing standards and codes of practice, which are based on 
data from various systematic wind tunnel experiments., 
sometimes confirmed by full scale measurements. 

Improvements in computer resources offer a new and 
feasible tool for the evaluation and understanding of 
wind effects on buildings. However, it was onJy recently 
that studies (VasiJic-Melling (1), Hanson et al. (2, 3], 
Summers et al. (4] Paterson and Apelt (5, 6], Murakami 
et al. (7, 8], Mathews and Meyer (9), Baetke [10], 
Baskaran and Stathopoulos (11] and Baskaran (12)) 
have been made to simulate wind flow conditions around 
buildings using computers. This lack of utilization of the 
booming computer resources by the wind engineering 
research society is probably due to not only the com­
plexity of the problem but also the difficulties involved 
in numerical modelling of the turbulence process, as 
explained by Hunt (13]. 

Numerically simulated results depend on many factors. 
A diagnostic system is often necessary to monitor the 
computed results. Numerical modelling of wind flow con­
ditions around buildings mainly consists of three stages 
of operation, as shown in Fig. 2. These are: formulation 
stage, computation stage and validation stage. Each stage 
involves various sub-stages, some of which are displayed 
in the figure. The diagnostic system should be capable of 
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were also applied and compared for the computation 
of steady state recirculating .flows by Lescbziner (16). 
Turbulence modell.ing has also been well scrutinized by 
the computational group of Imperial College of Science 
and Technology in London [17, 18, 19]. For engineering 
applications, lhe well known k-e models are found to be 
the ideal choice, considering che computational cost and 
the accuracy of the computed results. Authors who con­
tributed to Building and £nuiro11mem (Vol. 24, No. I, 
1989) Special Issue "Numerical Solutions of Fluid Prob­
lems Related to Buildings Structures and the Environ­
ment" were also in favour of k- e turbulence model for 
the wind flow conditions around buildings. 

Fig. l. Perspective of wind induced effects on buildings. 

identifying and filtering the error introduced during each 
of these processes. 

Validation of the computed results is also an integral 
part of the numerical simulation. It can be performed by 
comparing the results with full scale measurements or 
more often, by using data from wind tunnels. Summers 
and co-workers [4] performed a direct validation process 
for their simulated results. For comparison purposes, a 
simple wind tunnel model was fabricated and pressures 
and velocity were measured at the same locations as 
the computation (20]. Extensive comparisons in Ref. [4] 
clearly show the complexity involved in the validation 
stage, even for a simple building configuration. To 
exclude the modelling problems in the wind tunnel such 
as scale effects and turbulence intensity, Richards [21] 
compared the computed results using the data from a full 
scale "experimental station" on a low-rise building. His 
computed results were obtained by using Spalding's com­
mercial code PHOENICS [22]. 

For the formulation stage, research efforts [14] have 
been made in the past to identify the influence of the 
various approximations of the Na vier-Stokes equations. 
Raithby [15] critically evaluated different schemes used 
for the convective term interpolation and three schemes 

In this paper a systematic analysis has been made to 
identify the influence of computational parameters on 
the computed wind effects on buildings. Considered par-

Num•rlcal Modelllng of Wind l'low CondlUDns 

Pormul•Uon ComputsUon Velld•Uon 

( T111nstormaUDn of NS& ) ( Computational Domain ) ( Wind Tunnel Data ) 

( DlscretlzaUon Schema ) ( ComputsUonal Noel• ) ( l'ull Scale Diits ) 

( Turtlulence Modelllng ) ( Convwgenca Criteria ) ( l!.,.nnwltsl_ Uncertainty ) 

( llound•ry Cond1Uon1 ) ( Computer System ) c otiftalytlcal soluUon ) 

Dl1gnostlc System 
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Fig. 2. Components of a diagnostic system for the numerical modelling of wind flow conditions around 
buildings. 
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ameters include the size of the computational domain, 
the number of computational grid nodes, the criteria 
used for the convergence of an iterating process and 
computing time requirements for different computer sys­
tems. In all four cases, both the computed results and the 
computational cost (CPU time) are analyzed; for some 
cases, comparisons are also made with the experimental 
data. Due to the complexity of the problem considered, 
observations are summarized based on the analysis of 
these parameters and no general guidelines are formu­
lated. However, using these observations, one can 
develop a diagnostic system to monitor the computed 
results. The following section present a brief summary of 
the computational methodology, whereas the rest of the 
paper is dedicated to the analysis of the computational 
parameters. 

2. COMPUTATIONAL METHODOLOGY 

This section only outlines the computational pro­
cedure; more details can be found in Baskaran (12]. 
By using the control volume method of Patankar and 
Spalding [23], the differential equations are transformed 
into difference form. The final algebraic equation is 
written: 

n, 
ap</Jp= I am<Pm+SL (1) 

m-1 

in whicq,.P is the grid node where the dependent variable 
<PP is cd'mputed, np is the number of nodes surrounding 
P, ap is the hybrid difference scheme coefficient and SL 
is the linearized source term. 

The well known SIMPLE algorithm of Patankar [24] 
is used to correct the velocity field and also to improve 
the initially assumed pressure field. The advantageous 
staggered grid arrangement is used. For boundary con­
ditions, the wall functions of Launder and Spalding [25] 
are used for the velocity variables and the newly 
developed zonal treatment method of Stathopoulos ~nd 
Baskaran [26] is used for the turbulence variable to bridge 
the boundary nodes with the computational domain. 

All computations were performed using the computer 
code TWIST-Turbulent Wind Simulation Technique­
which consists of three modules respectively performing 
pre-processing, main computation and post-processing 
shown diagrammatically in Fig. 3. These three modules 
coded in ANSI Fortran-77 can run individually or in 
sequence. The post-processing module 3 frequently calls 
ar-propriate graphics subroutines during its operations. 
Modules 2 and 3 need more computer storage capacity 
in comparison with module l, whereas module 2 takes 
the highest CPU time among the three. The main advan­
tage of the modular structure is that the user can extend 
the code for any particular problem of interest, by adding 
new modules to an existing one. 

A single building model about 14 cm high and 15 x 15 
cm cross-section (56 x 60 x 60 m in full scale) is con­
sidered as the test case. Computations are performed for 
a power law inlet velocity profile having exponent 0.16, 
with a free stream wind speed of 12 m/s at a wind tunnel 
gradient height of 60 cm. Figure 4 shows a typical grid 
cluster for the considered test case, both in plan (xy) and 

Module 
One 

(P,.proceulng) 

Module Two 
(Main Computation) 

Fig. 3. The three modules of TWIST. 

sectional (xz) views; the grid distances ox, oy and oz are 
not equal. Indeed, a non-uniform grid is often desirable. 
The misconception that non-uniform grids lead to less 
accuracy than uniform grids has no basis. In general, an 
accurate solution can be obtained only when ·the grid 
distribution is sufficiently fine. There is no need to use a 
fine grid in regions where the dependent variable changes 
rather slowly, such as the velocity above the gradient 
height. On the other hand, a fine grid is required near the 
windward wall or the roof of a building for numerical 
approximation of the high gradients. These basic ideas 
are taken fully into consideration during the grid gen­
eration, as can be clearly identified from the figure. More­
over, by using less grid spacing near the solid boundaries 
and arranging for non-uniform spacing in other regions, 
the efficiency of the computation is increased. 
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Fig. 4. Computational mesh distribution and co-ordinate system used. 

The co-ordinate system used in the computational pro­
cedure is also indicated in Fig. 4. The x-axis carries the 
streamwise velocity; the lateral and vertical velocities 
follow they and z directions, respectively. An Up-Stream 
Distance (USO) from the windward waJJ and a Down­
Stream Distance (DSD) from the leeward wall define the 
boundaries of the computational domain along the x 
direction. For other directions, distances OS and OT are 
used as shown in the figure. Note that (NXi. NY1) is a 
node in the plan view (xy direction) which has (NX*NY) 
total nodes. Similar explanations also apply for sectional 
view. 

3. EFFECT OF COMPUTING PARAMETERS 

The effect of computing parameters is addressed by 
considering four main factors of the computation stage 
(see Fig. 2) : size of the computational domain, number of 
computational nodes, criteria of terminating the iteration 
process and the use of different computer systems. 

3.1. J11fiuence of domain size on the computed results 
The influence of the domain size is analyzed first, 

because experimental data are available which can be 
used as preliminary infonnation for the numerical solu­
tion. Systematic studies (Hunt and Smith [27), Hunt (28]) 
were initiated during the eady 70s for the understanding 
of wind generated wakes around a building and were 
continued by Lemberg [29], Penwarden and Wise [30] 
and Gandemer [31). Beranek [32] grouped some of these 
results for the determination of the influence area for 
wind Bow around tall slender buildings, tall buildings 
of transitional type, which have a significantly smaller 

dimension along the flow direction than along the other 
two directions, and long buildings. These general guide­
lines are taken into account by the present study for the 
determination of the computational boundaries. 

As listed in Table I four domain sets are considered in 
the ana.lysis. The extent of the computational domain 
along the x, y and z directions is shown for each domain. 
During this exercise, other param.eters namely the total 
number of nodes (81 ,600) and the convergence criterion 
(0.2) are kept constant. The DD2 set is selected based on 
the 2-D experimental study by Antoniou and Bergeles 
[33] and Bergeles and Athanassiadis (34] and it is con­
sistent with the previous computational work of Paterson 
[5, 6] and Murakami et al. [7, 8] . With 002 as the base, 
the effects on the computed results of increasing as well 
as decreasing the domain size were analyzed. 

Figure 5 shows the streamline plots for the four cases 
considered. These plots show the side view pattern of 
Bow distribution for a plane passing along the center 
of the buildin~ which is exposed to nonnal wind flow 
conditions. The plots are obtained using the com1erged 

Table I. Specifications of the different computational domains 
used in the present study 

x y z 
Set USO DSD DS DT 

DD! 3L 6L 3B 3H 
DD2 6L 12 L 5B 4H 
003 10 L 20L SB 6H 
DD4 13 L 26 L 10 B 9H 

Number of nodes: 81,600 
Convergence criterion : 0.2 



--------~-
Computational Parameters and Wind Effects on Buildings 43 

001 002 

Fig. 5. Side view of streamline plots for different computational domains. 

velocity components u and w. In all four figures the 
incoming flow separates from the leading edges and then 
forms recirculations behind the building. Overall, no 
significant differences are noted among the four figures. 
However, the recirculation zone of DD4 is smaller in 
comparison to the others. To quantify these changes, 
the length of recirculation is calculated as explained in 
Vasilic-Melling [I], by specifying the distance from the 
leeward wall, to the point where u/u1 = 0.0. These 
locations can also be easily ide1ified from the streamline 

WINDWARD WALL 

75 

0 DD1 
t>. DD2 
0 003 
x 004 

plots; the respective recirculation lengths were equal to 
2.2 L, 2.2 L, 2 L and l.8 L for DDl, DD2, DD3 and 
DD4. Increasing the domain from DD2 decreases the 
length of recirculation. To support this description of the 
wake flow behavior, experimental evidence of flows over 
buildings, such as flow visualization techniques, will be 
necessary. 

The induced pressure values were also analyzed for the 
variation in the domain distances, as shown in Fig. 6. The 
windward wall positive pressures, and suctions induced 

LEEWARD WALL 

O MEASURED 

0 .25 .50 

Cp 
.75 1.0 U5 0 .25 .50 

-Cp 
.75 1.0 

Fig. 6. Computed pressure coefficients on the building walls with different computational domains. 
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Table 2. SJ)(.'Cifications of the different grid distributions used in 
the present study 

Set NX 

NNl 38 
NN2 48 
NN3 58 
NN4 68 
NNS 78 

Domain specification : DD2 
Convergence criterion : 0.2 

NY 

20 
22 
26 
30 
36 

NZ Total 

28 21,280 
32 33.792 
36 54,288 
40 81 ,600 
40 112,320 

both on the leeward and side walls are shown in the 
figure. All the results are presented in the form of pressure 
coefficients, normalized by using the dynamic pressure at 
the building roof height. The maximum difference among 
the four sets was found for the pressure nodes near the 
ground level of the front wall. The DD! curve is always 
away from the others, irrespective of the building wall 
and the pressure coefficient values are not significantly 
affected when the domain distances are increased beyond 
DD2. When comparing the observations of this figure, 
including the experimental results, selection of 002 
domain for further examination of the problem appears 
to be a good choice. In addition to the changes in the 
numerical solution, the economic aspects of the com­
putation are analyzed and discussed below. 

The CPU time requirements, which are obtained under 
batch mode operation of the V AX/1.2 computer system, 
are analyzed ; an increase in the domain distances 
increases the necessary CPU time requirements. 

3.2. lnfiuence of number of nodes 011 the numerical solution 
In the previous section, the effect of computational 

domain was studied by analyzing the computed velocities 
and pressures. It is clear that the numerical solutions are 
rather insensitive for domains beyond 002. The CPU 
time requirement also favors the DD2 domain selection. 
Thus this section presents the influence of the number of 
grid nodes on the numerical solution, keeping the domain 
constant as DD2. Four additional sets of grid systems 
are generated as shown in Table 2 by increasing as well 

I ;c 

Jn...1 . 
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as decreasing the grid set NN4 that was used in the 
previous section. Table 2 also provides the number or 
nodes for each direction. As the total number of nodes 
of the computation increases, the number of nodes in 
each direction also increases. The number of nodes along 
the longitudinal direction (x) increases more than the 
number along the other two directions. 

A typical location at a distance 0.05 l from the wind­
ward wall of the building was selected to analyze the local 
effect of nodes on the velocity and turbulence · the results 
are shown in Fig. 7. The vertical axis shows the node 
distance from the ground level normalized by the building 
height. Longitudinal velocity and square root of kinetic 
energy are normalized by the gradient velocity. Such non­
dimensional values are shown in the horizontal axis. In 
both cases, the differences due to grids diminish with 
distance from the ground. Maximum turbulence values 
occur at z/ H = 1.0, where the flow has high gradients due 
to its separation from the leading edge. The effect of the 
number of nodes on the velocities is clearly shown and 
this effect directly influences the computed turbulence 
values ; these values are increased when the number of 
nodes are increased. On the other hand, for both vari­
ables only minimum changes are observed when the grids 
increase beyond 81 ,600 (NN4). Similar observations 
have been made for the other locations of the flow 
domain. 

Pressure values in coefficient form have also been com­
puted for different grid systems. Among the three wa1Js, 
the influence of the nodes is pronounced for the side wall, 
where the flow is complex. As noted for the velocities and 
turbulence, the set NN4 is numerically optimum if one 
considers all the walls. When comparing the results from 
various grid sets with experimental data, even the NN3 
grid set may be considered sufficient for the compu­
tations. However, further investigations and repetitive 
runs are necessary to generalize these observations. 

Examination of the CPU time requirement in this case 
shows that the CPU time increases with an increase in 
the number of nodes. This may be due to additional 
operations needed by the process, to settle down. A simi­
lar increase in the CPU time was also observed for each 

Symbol Nodes 
0 21,280 
A 33,792 
0 54,288 
x 81,600 
+ 112.320 
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Fig. 7. Computed longitudinal velocity and turbulence intensity upstream of the building for different 
number of computational nodes. 

ti 
re 
s; 
SC 

ar 
th· 
an 

ob 
(2) 
ite1 
Tb. 
var 
is c 
nor 
of l 

nor; 
reac 

Sl 
Fig. 
valu, 
morr 



Computational Parameters and Wind Effects on Buildings 45 

iicr;11ion and this can easily be explained by considering 
the increased number of arithmetical operations. More­
over. the CPU time required is also influenced by the 
number of iterations performed, which itself increases 
with the number of nodes. 

3.3 . Effect of error level on the computed solution 
For pressure-coupling schemes such as SIMPLE, the 

convergence of the numerical solution mainly depends 
on the under-relaxation factors and the acceptable error 
level of the solution. Patankar and Spalding [23], Gos­
man and Pun [35] and Patankar [24] performed sen­
sitivity analysis for the under-relaxation factors. A set of 
optimum values were recommended for separated flows 
with recirculations and these factors were used in the 
present computation. Therefore, the influence of the 
under-relaxation factors on the computed result is not 
examined. Before presenting an acceptable error level for 
the numerical solution, it is useful to explain the inter­
relation of the term with the iterating procedure. 

Conventionally, an iterating process is said to have 
converged when further iterations do not produce any 
change in the values of the dependent variables. Such a 
criterion may sometimes be misleading [3, 23). When a 
heavy under-relaxation factor is used, the change in the 
dependent variable between successive iterations is 
slowed down. This may create a false convergence image, 
even though the current working solution is far from 
convergence. One way to overcome this numerical 
illusion is by monitoring how well the discretized equa­
tions are satisfied by the current value of the dependent 
variable and .this can be conveniently performed as 
follows: 

The residue of a particular iteration for node P can be 
obtained from equation (I) as: 

n, 
R~ = L am<f>m+SL-ap<f>p. (2) 

m-1 

For a fully satisfied discretizfct equation, the L.H.S. of 
equation (2) has zero or near zero value. When <f>p takes 
the velocity variable {u, v and w) the calculated R~ rep­
resents an imbalance in conservation of momentum. 
Since for the present study, the continuity equation is 
solved by using the SIMPLE algorithm, RP will represent 
an imbalance in the conservation of mass. Similarly, with 
the turbulence variable (k or 1>), R~ represents an imbal­
ance in turbulence quanrities. 

In the present study, the convergence criterion was 
obtained based on the normalized error. Using equation 
(2), R~ for each node is calculated and at the end of each 
iteration the summation of R~ for all nodes is obtained. 
This is the total error of the iteration for the respective 
variable. The total error obtained for the first iteration 
is called the initial error of the computation. Then the 
normalized error is obtained by dividing the total error 
of each iteration by the initial error. For example, a 
normalized error of 0. 7 reveals that the iteration process 
reached a stage where the initial error is reduced by 30%. 

Such error levels are displayed in the vertical axis of 
Fig. 8, which has three curves representing the maximum 
value among the velocity variables (imbalance in the 
momentum), the error in pressure (imbalance in the con-

servation of mass) and the maximum value among the 
turbulence quantities. For the considered building 
geometry, the error is always higher in pressure than in 
the other variables. The same trend has been found for 
other buildings tested and this is probably due to the fact 
that a zero value Is initially assumed for the unknown 
pressure field (24] . This is why most of the studies using 
the SIMPLE algorithm follow a convergence criterion 
based only on the imbalance of conservation of mass. 

Another interesting feature observed in Fig. 8 is the 
reduction in error factor during the initial stage of the 
iteration process. A significant reduction of about 60% 
is found within the first 20 iterations ; this steep gradient 
in reduction tends to slow down for further iterations. 
An increase of about 30 iterations (from 50 to 80) only 
reduces the normalized error to about 0.05. Therefore, 
termination of the process after 50 iterations was found 
to be reasonable. However, its consequences on the 
numerical solution as well as on the computational cost 
must be discussed. 

Computations were performed based on four con­
vergence criteria (0.4, 0.2, 0.1 and 0.05) without speci­
fying any upper limit on the number of iterations. The 
DD2 computational domain and the NN4 grid set were 
used. The convergence criteria have a more pronounced 
effect on the computational cost as shown in Fig. 9. As 
expected, both the iterations and the CPU time increase 
when the normalized error levels are reduced. Based on 
the available limited data. points, the curve can be divided 
into two segments at a point 0.J on the x axis. The curve 
is steeper for the x axis region up to 0.1 in comparison 
to the region beyond 0.1. Thus the computational cost 
will increase significantly if one requires an error level 
less than 0.1 . 

Furthermore, the computed pressure and velocity 
values were analyzed as previously and found insensitive 
for the error factor beyond 0.1. Differences were noted 
between the results of 0.4 and 0.1 while only marginal 
changes were found in lhe computed results for 0.2 and 
0. 1 sets. Thus selecting 0.1 as the normalized error factor 
is reasonable, considering both the computed results and 
the cost. However, further research efforts are necessary 
to validate this observation by changing the other 
parameters, such as building height and inlet velocity 
profiles. 

3.4. /11fluence of various computer systems 
Computational runs have been carried out on three 

different micro-computers, namely AST Premium 
386}20, DELL 286/20 and IPC 286/12, as well as on two 
mainframes VAX/ 1.2 and V AX/6.3. The specifications 
of the computer systems used in the present study are 
given in Table 3. 

Keeping the size of the computational domain 
constant, the number of control volumes inside the 
domain has been varied co establish the parameters for 
economical computation. Simulations were made on 
each computer system based on its capacity .limits. Figure 
10 presents the results ; the CPU time needed only for 
module 2 is plotted as a function of the number of grid 
nodes (see Fig. 3). The CPU time for the microcomputers 
represents the direct, continuous access lime whereas the 
CPU time for VAX machines is taken under batch mode 
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Fig. 8. Reduction in the normalized error level for different variables of computation. 
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Fig. 9. Effect of normalized error on the CPU time and on the 
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operation. Microcomputers with longer word length and 
higher clock speed consume less CPU time as expected. 
On the other hand, the hard disk access time does not 
affect the CPU time due to the iterating nature of the 
problem. Both IPC 286/ 12 and DELL 286/20 have the 
same Intel 286 microprocessor but the high clock speed 

DELL talces less CPU time. It .is also interesting to note 
that both DELL and AST have the same speed but the 
AST, with longer word length, consumes less CPU time. 

The VAX machines operate with the unique page fault­
ing and virtual memory address technology. However, 
the difference in MIPS (millions of instructions per 
second) does not directly affect the CPU time. In fact , 
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Fig. 10. CPU time taken by TWIST for test runs with different 
computational grids. 
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Table 3. Specifications of the computer systems used in the present study 

Word Clock 
length speed 

Model (Bits) (mHz) 

IPC 16 12 
AT286 
(1986) 

DELL 16 20 
AT286 
(1988) 

AST 32 20 
Premium 386 
(1988) 

VAX ll/78S 32 1.2 MIPS 

VAX 8SSO 32 6.3 MIPS 

the following relationships have been formulated for the 
CPU time required to run the test case : 

t[V AX/l.2] ~ 3•t[V AX/6.3] 

t[386/20] ~ 9•t[V AX/6.3] 

t[286/20] ~ 24•t[V AX/6.3] 

t[286/12] ~ 36•t[V AX/6.3). (3) 

A simulation takes about 20 minutes (CPU time) to 
run in the V AX/6.3 with fa,288 grid nodes. From the 
discussion two features become evident; one is that 
microcomputers require a CPU time 9 to 36 times higher 
than the time necessary for the same run in the VAX 
machines. Secondly, the CPU time required for com­
putation increases quasi-linearly with the number of grid 
nodes. 

As discussed in the previous section, another sig­
nificant computing parameter is the error level of con­
vergence. Figure 11 displays the largest normalized error 
level value among the six variables (u, v, w, p, k, e) for 
the respective number of iterations with 54,288 nodes 
in the computational domain. Clearly, the CPU time 
required for different computers increases when the error 
levels are reduced. Furthermore, the smaller the com­
puter system the more drastic this increase appears to be. 
It can be concluded that the error levels have direct 
influence on the number of iterations required and hence 
on the CPU time. 

Computed pressures and velocities have also been 
analyzed and no significant difference has been noticed 
among the results of the various systems. In fact, the 32 

Hard disk 
access 
time 
(ms) 

24 

29 

lS 

N/A 

N/A 

400 

~ 

Accessories 

MS-Dos Operating 
System V3.3 
MS-Fortran 
Compiler V4.0 
Linker VS.I 
287 Math 
Co-processor 

MS-Dos Operating 
System V3.3 
MS-Fortran 
Compiler V4.0 
Linker VS.I 
387 Math 
Co-processor 

VMS-Operating 
System VS.OJ 
VMS-Fortran 
Compiler V4.8 
LinkerVS.l 

Normalized Error, % 

c VAX/6.3 
6 VAX/ 1.2 
o AST388/20 
x DELL.286 / 20 

0 
~o 

~ 300 
ll.. 
u 

200 0/0-------------6-, 
100 -l 

,\---" --c 
c-O o ..... ~~~~ ...... ~~~~~ ...... ~~~~__, 

50 100 150 200 

Number of iterations 

Fig. 11. CPU time taken by TWIST for test runs with different 
number of iterations. 

bit machine with Intel 387 math co-processor computes 
exactly the same numerical results as the VAX machines. 

4. CONCLUSIONS 

A systematic analysis has been performed to identify 
the influence of the computing parameters in the numeri­
cal modelling of wind flow conditions around buildings. 
This will be useful in developing a diagnostic system 
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for the computed results. Based on this analysis, the 
following conclusions can be made : 

(1) The number of computational nodes affects the 
computed results as well as the computational time 

more than the size of the computational domain. 
(2) The error of the unknown pressure field dominates 

the convergence of the iterating process. 
(3) Economical computations can be achieved by using 

32 bit machines with high clock speeds. 
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