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ABSTMCT 

The current generation of building simulation 
softw:lre is based upon separate building, mechanical 
system. and equipment simulations. This scheme evolved 
;:r:m:mly because of memory limitations of the computers 
·.,·n1cll were used to develop the programs. Hardware 
:1dvancements have eliminated some of these limitations so 
:he separate budding and system scheme needs to be 
r •eval uated. In addition to discussing methods of 
: :~ traducing sunultaneous building and system simulations 
::no the BL-\ST program, this paper will also address new 
~~stem specification and control strategy options which are 
::::ldc possible by the simultaneous simulation method. 

BL-\ST currently uses a linear univariate control 
;:~an le to describe the heating and cooling provided by the 
fa n system as a functi on of room temperature during the 
>oads ca lculation. Control profiles for .each thermal zone. 
are used to model the system response during the loads 
simulation. Alternatively, a combined simulation of ~he 
zone and the system determines the system output by 
:i llowing each system component to respond to changes 
-.nth in t he zone and the outside environment. The 
combined simulation technique also allows modelling of 
i;ystems which are impossible to represent using BLAST 
control profiles: for example, cooling to the zone provided 
by outside air ventilation. The combined simulation is 
ar.complished by using time steps short compared with 
conventional hourly energy-balance based programs, but 
long compared with finite difference methods. In addition, 
the system response is allowed to lag the zone conditions 
by one time step. This completely eliminates iteration 
from the solution procedure: however instabilities may be 
introduced due to the feedback between zone and system. 
~lcthods have been developed to simulate physical 
controllers which modify the response of system 
components to variable zone conditioning demands. The 
'lsr. cf short time steps also affects the calculation of 
r.onduction transfer functions (CTF's) used to compute 
surface temperatures and heat fluxes. For a given 
c:onstruction the accuracy of CTF calculations decreases as 
:he number of terms in the CTF series increases, due to 
round-off and truncation errors. This problem has been 
·''-·a ided by calculating the CTF series at large enough time 
steps to ensure accuracy and maintaining a "master" set of 
surface temperature and nux histories from which 
intennediate "temporary" histories can be interpolated to 
gwc temperatures and fluxes at the desired times. 

This paper specifically discusses the results of 
perfonning a complete system simulation within the loads 
calculation portion of the BLAST program by using a 
shortened time step combined with lagging the system 
simulation. In addition, new ideas for specifying systems 
to take advantage of this scheme are presented along with 
concepts for system control. 

I. INTRODUCTION 

Ho·urly building energy analysis programs capable 
of annual simulations cu.rrently use either the heat 
balance method or the weighting factor method to simulate 
a building's ther.ll1al zones. In either case, such 
simulations are capable of providing a detailed breakdown 
of hourly building energy a.se. The Building Loads 
Analysis and System Thermodynamics (BLAST) program 
uses the heat balance method and it has been employed as 
a "testbed" program (Witte et. al. 1989, Taylor et. al 1990) 
for extensive evaluation of schemes to fully integrate the 
btrilding-mechanical system simulation. 

In BLAST. as with other state-of-the-art simulations 
using the heat balance method, the building, its air 
handling systems, and its equipment are simulated 
sequentially with no feedback. The building conditions are 
fed to the air handling system to determine its response, 
but that response is not allowed to affect the building 
conditions. This simulation technique works well when 
the system response is a well-defined function of the air 
temperature of the conditioned space. But in situations 
where the system is dependent on outside conditions 
and/or other parameters of the conditioned space, the lack 
of feedback from the system to the building can lead to 
unphysical results. For example, if the system provides too 
much cooling to a conditioned space the excess cooling is 
reported by BLAST as "overcooling". To the system 
designer. it would be far more useful to see how much 
below the desired temperature the zone actually went. 

Witte et. al. and Taylor et. al. have demonstrated 
several schemes which combine the building and system 
portions of the simulation. Witte's approach was primarily 
to use iterative techniques, such as Newton-Raphson and 
retain the hourly natme of the simulation. Taylor et. al. 
have concentrated on short time step t ime-marching 
methods which eliminate iteration. Both approaches 
involve significant computational penalty over the 
standard BLAST program; however, this penalty is more 
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than justified by the improved utility of the program 
output to the designer. Curre.nt work with the integrated 
simulation techniqu.e, and the the focus of this paper, bas 
been directed at fully implementing the short time step 
"lagging with zone capacitance method in BLAST in order 
to develop realistic systems and system control schemes. 

II. CURRENT METHOD - HOURLY ENERGY 
BALANCE 

In the curre.nt structure of BLAST the building, the 
fan systems, and the plants are simulated independently 
in that information is passed from the loads simulation to 
the fan system simulation to the central plants simulation 
without feedback. BLAST first perfonns the loads 
simulation by computing an hourly energy balanc.e for each 
zone using weather, scheduled loads (lights, people etc.) 
and desired zone conditions. This energy balance is 
represented as follows: 

nstn"faces 

I.~+ .I. h;A{T.; - Tz) + muucp(T_ - Tz) + 
t•l 

(1) 

where: 

I:Qc • sum of the internal loads 

nsurfaces 
I. h;A,T8; -Tz).. convective heat transfer from 
1~1 

nzones 

the zone surfaces 

heat transfer due to infiltration 
of outside air 

I. n'licp(Tzi -Tz)= heat transfer due to interzone 
i•l 

air mixing 

Qsys = system output. 

Internal loads occur when lighting, electrical equipment , 
people, etc. are present in the zone and are specified as 
input. Heat transfer through zone surfaces is computed 
from the surface convection coefficient hi and the surface 
temperature Tsi. where each surface or smface element 
(wall, window door, etc.) is assumed to be isothermal. 
The surface temperatures are computed by performing 
heat balances on the inside and outside surfaces, and using 
conduction transfer functions to relate conditions across 
the surface. There has already been extensive treatment 
of the response factor and conduction transfer function 
(CTF) method used in current versions of BLAST (Hittle 
1980). Sources of infiltration are doors and windows open 
to the outside environment, 1n BLAST infiltration rates 
are specified as input. Similarly, the mixing term 
represents infiltration of air from other zones in the 
building and is likewise specified as input. A more 
detailed description of the computational procedure used 
in BLAST can be found in the BLAST Users Manual. 

- --- -- -- Since the system is not simulated at this point Qsys 
is computed using a control profile, which is a piecewise 

linear approximation of the system output as a function ot 
zone mean air temperature (Tz): 

where m is the slope of a linear segment in the contr-o1 
profile and b is the segment endpoint. The desired zone 
temperature is achieved by using line segments With 
different slopes to manipulate the shape of the control 
profile to approximate the response of the simulated 
system. A generic single segment control profile is shOWtt 
in figure (1). 
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Figure 1: Generic single segment BLAST control profile 

Substituting equation (2) into the zone energy balance 
equation and solving for the zone temperature gives: 

nstD"faces nzones 

I:~+ I. h;A1T0; + mintCpT .. + .I. n'l1cpTz1 + b 
Tz"' l• l i•I 

nstn"faces nzones 
l: h;Ai + nlinfCp + 

1
.l:.

1 
nljCp - m 

i•l 

(3) 

BLAST iterates on this equation until the change in Tz is 
less than some tolerance value at which point the 
simulation stores the zone conditions and the system 
output as calculated from the control profile and goes on to 
the next hour. This pro.cedure is repeated mltil the loads 
simulation is complete. The fan systems simulation then 
attempts to match the required Qsys every hour, based on 
zone and outside conditions. This technique works very 
well when the system output is dependent on Tz alone; 
however. when the system output is also a function of the 
outside conditions or conditions in the zone other than Tz, 
a single control profile is no longer an adequate 
representation of the system-zone interaction. Once the 
fan systems simulation is complete, BLAST repeats the 
process for central plants. 

III. METHOP OF LAGGING WITH ZONE 
CAPACITANCE 

The method of lagging with zone capacitance uses 
information from previous time steps to predict system 
response. In this sense it can be thought of as a time 
marching method in which the results at a given time can 
be calculated directly from the results at one or more 
previous times without i teration. In order to presexve the 
stability of the simulation a shorter time step than one 
hour is required; therefore, some of the benefit of 
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eliminating iterations is lost in the increased number of 
computations required for the same simulation time. 

For most systems simulated in BLAST, it is possible 
to fonnulate the system energy provided to the zone, Qsys, 
b\· using the mass now provided by the system and the 
temperature of the supply air: 

(4) 

:--; ate that this expression is a function of the zone air 
temperature. We now substitute for Qsys in the heat 
balance equation (1) and reformulate to include the effects 
of zone capacitance as in equation 5: 

(5) 

The sum of zone loads and system output now represents 
the change in energy stored in the zone. Typically the 
capacitance term would be primarily due to the zone air; 
however, other fast responding thermal masses within the 
zone could be included. The zone energy storage is given 
by the product of the zone capacitance and the first 
derivative of the zone air temperature, assuming that 
temperatures of zone air and fast responding masses are 
equal. 

The derivative term can be computed using finite 
difference approximations such as: 

(6) 

which is first order accurate in time and is more commonly 
known as the Euler formula. The use of finite differences 
in a long time simulation such as BLAST may cause some 
concern due to the build-up of truncation error, especially· 
when the finite difference approximation is of low order. 
However, the cyclic nature of the simulations will cause 
truncation errors to cancel over one cycle so that there will 
be no accumulation over the long term (Walton 1990, 
personal communication). The finite difference expression 
for the zone air temperature using the Euler 
approximation is given by: 

This equation may be modified by grouping all the 
terms containing the zone air temperature on one side of 
the equation and the remaining terms on the other: 

(8) 

Thus the explicit appearance of the zone air temperature is 
removed from one side of the equation. Dividing through 
by the coefficient of Tz gives an energy balance equation 
which includes the effects of zone capacitance: 

In addition to equation (6) which resulted in the 
formulation given by equation (9), there are numerous 
ways of expressing the first derivative of the temperature 
in finite difference form. By using Taylor series expansion 
methods it is possible to develop higher order expressions 
for the first derivative with corresponding higher order 
truncation errors. In our investigations we have found 
that a third order finite difference approximations gives 
the best results (Taylor 1990): 

~1 ,,, (1it)·1(-ig- Ti. 3-rt;ot + !-rt;25t. t T;3oi) + 0(0t3) (lO) 

Furthermore, we have also shown that time steps ofO.l to 
0.25 hour are adequate to guarantee stability for most 
cases where the system response is well behaved; however, 
system control schemes must also be stable to ensure 
overall stability of the simulation. 

IV. OPTIONS FOR SYSTEM CONTROL 

In the previous section we discussed the formulation 
of a new heat balance equation \n which the updated zone 
temperature was calculated by removing its explicit 
dependence from the right hand side of equation (5). The 
right hand side still contains implicit dependencies on the 
zone temperature and this is nowhere more apparent than 
in the system term. The implicit zone temperature 
dependence of the system is generated through the system 
control scheme which samples the zone temperature to 
determine the proper mode of system operation to 
maintain the desired zone conditions. Jn real buildings the 
control system may be a wall thermostat which samples 
the air temperature and sends appropriate signals to an 
air handling system based on whether the zone is too hot 
or too cold. It would seem that modelling such a controller 
would seem to be a rather trivial exercise: however, the 
real controller has the advantage of being able to 
continuously sample zone conditions, and thus update 
system response on a time scale much shorter than any 
characteristic time of the system or zone. Thus the 
feedback between zone and system generally results in 
stable zone conditions and system operation. On the other 
hand, the numerical model is only able to sample zone 
conditions every time step which, in the interest of 
minimizing computation time is generally of the order of, 
or longer than. the characteristic times of the system or 
zones, except in the case of small system capacity ln 
relation to zone volmne. This situation has the potential 
for mis table feedback between zone and system and could 
result in an oscillatory or diverging solution. 

In implementing the new heat balance method in 
BLAST we have considered several system control 
strategies with our primary goals being numerical 
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stability, realism, and applicability to cu1Tent and fuQ.Ire 
systems modelled by BLAST. The method selected for full 
implementation in BLAST takes advantage of the fact 
that, tmlike the real controller, the computational model 
"knows" how much energy is entering or leaving the zone 
as a ft.mction of zone temperature. This quantity can be 
expressed as: 

nsurfaces 
Q10 a11 .. k~ + _k hA/Tsi -Tz) + 

i•l 
nzonea 

muuc~T--Tz)+ _l: micJTzi-Tz) 
l•l 

(11) 

This is just equation (5) without the system energy te_rm 
and Tz is now the desired zone temperature which 
corresponds to one of the control system setpoints and is 
specified by the user. Now, we make the assumption that 
if the system c.an meet the zone conditioning requirements 
(i.e. Qsys,. Ql 0 ad) t hen it will. If the system cannot meet 
the zone conditioning requirements then the zone 
temperature adjusts itself accordingly. Equation (11) is 
used soley to determine the system output and on.ce this is 
accomplished the zone temperature is updated using 

' equa tion (9). This is the method of predictive system 
energy balance. It is, in some sense a predictor-corrector 
method since we first calculate the system response and 
then calculate its effect on the zone. The predictive system 
energy balance method requires that the system output be 
formulated as a function of the zone temperature. 
However, this is not a serious drawback. For exam~le, 
consider a simplified single zone drawthrough system with 
a beating coil, a cooling coil, constant airflow, and an on/off 
type controller as shown schematically in figure 2. 

OUTSIDE 

~i:=:::::==l-~~~ 
MIXING 

BOX 

RELi EF L-...-J,..--' 

AIR 

RETURN AIR 

CIC 

ZONE 

HIC 

CONSTANT 
VOLUME FAN 

Figure 2: Simplified single zone draw through system 

The cooling or heating output of such a system is: 

(12) 

where 11 is taken to be the fraction of the time step that the 
system operates. Clearly Tl must be restricted to values 

· between O and 1. Limits may also be placed on Qsys and 
Tsup since in practice these are determined by the 
operating parameters of the ce:itral plant comp~nent_s, t~e 
effects of which we have not mcluded. The s1tuat1on ts 
somewhat more complicated for the simplified variable air 
volume (VA V) system, shown in figure 3, where the supply 
air temperature as well as the supply air volume are 
continuously variable over a specified range of zone 
temperatmes as shown in figure 4. 
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Figure 3: Simplified variable volume system 
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Figure 4: Idealized variable volume system operation 

For the VA V system, the zone temperanrre can be expected 
to vary within the damper range or reheat throttling range 
depend ing upon whether the system is heating or cooling. 
This means that the desired zone temperature is also a 
variable and must be calculated in order to determine the 
system output. We begin this calculation by making the 
following definitions: 

nsurfaces nzones 
Q,..,.,r.. .t hAi + mlnJ{:p + .t micp 

l•l l•l 
(14) 

which are derived respectively from the numerator and 
denominator of equation (3) with the system related tenns 
omitted. Note that these expressions do note include the 
effects ofzon.e capacitance. 

When cooling, the VA V system is designed to 
operate with constant supply air temperature and variable 
supply air volume. The volume air fraction nonnalized to 
the maximum flow rate is given by: 

1lc=1lcmin+(l-1lcminl(Tz-Tct); 1lcminS1lcS 1.0 (15) 
Ll.Tc 

Conversely, when heating is required the VA V becomes a 
constant volume flow rate system with a variable supply 
air temperature which can be related directly to the energy 
output of the reheat coil. The energy output of the 
reheater normalized to the maximtnn coil output is: 

(16) 
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The VA V system output to the zone can now be written in 
tcnns of Tlc and Tlh as follows: 

Q
5
ys. heal = Tlh Owe. max + Cp P V min (Tcold deck - T z) (17) 

Q;ys. cool Cp P Tlc V (Tcold deck - T,) (18) 

Equating the system output to the load as given by 
equation (11) and using the definitions ofnc and Tlh we can 
derive expressions for the predicted zone temperature: 

Owe, max Thu Q 
T ,_ prcd, heal = + abs + 

Li Th 
Cp P V min T cold deck 

Qh/c, ma• c v· Q ----"'-'-- + p P min + coe( 
Li Th 

B 1 + v'BI + 82 
T ,_ prc<l. cool = --'-- -

2
_._--=-

where, 

T T 
Tlc, min - C2 

Bi = cold deck+ cl - Ci 

and, 

Ci=l-T]c,min 

Li Tc 

C _ Qcoef 
2- . 

Cp P Ymax, 

(19) 

(20) 

(21) 

C 
_ Qabs 

3 - . 
Cp P Ymax 

(22) 

Once the predicted zone temperature is calculated, the 
system response is determined. When cooling is selected 
the system supply air temperature is constant and the 
volmne flow rate is given by: · 

V supply = Tlc V max (23) 

When heating is selected the system provides air at the 
minimwn volwne flow rate and at a temperature given by: 

T T Tlh Owe. max 
supply = cold deck + . 

Cp P Vmin 
(24) 

With the supply air flow rate and temperature known, the 
updated zone temperature can now be calculated by 
substitution of these quantities into equation (9). 

V. CALCULATION OF WALL CONDUCTION 
USING CTF'S AT SMALL TIME STEPS 

In a program such as BLAST, conduction transfer 
functions are an efficient method to compute surface beat 
transfer and temperature information since they eliminate 
the need to know what is happening within the surface. 
However, as our investigations into short time step 
computational methods for the zone/svstem interactions 
progressed we discovered that the conduction transfer 
function series, used to calculate transient heat conduction 
through zone surfaces, become progressively more unstable 
as the time step ls decreased. Eventually, this instability 

causes the entire simulation to diverge. This phenomenon 
was most apparent for heavy constructions which have 
long characteristic times and. correspondingly, require a 
larger number of terms ill the CTF series expansion. This 
fact indicates that the problem is related to the internal 
accuracy of the computer and in no way an indictment of 
the method itself. To address this problem, we looked 
extensively at CTF methods which develop CTF series 
from finite difference approximations to the heat 
conduction equation (Meyers 1980, Seem 1987). Although 
Seem's method did give better accuracy and stability at 
short time steps than the current BLAST techniqae, the 
method still had difficulty computing stable CTF series for 
time steps of 1/4 hour and smaller for the heaviest 
constructions in the BLAST library. 

In BLAST it is required to know the inside and 
outside surface temperatures and fluxes for all the 
surfaces which enclose each zone. The CTF method 
further dictates that these quantities be retained for 
several previous time steps from the cwTent time to form a 
time history series. However, a given CTF series is 
applicable only to the time step for which it was initially 
computed· that is, a CTF series computed for a one hour 
time step takes information at t hours, t-1 hours, t-2 hours, 
etc and computes new conditions at t+l hours . As time 
progresses the oldes t history term is dropped and the 
whole series moves back one time step to allow the newest 
values, those at t+l hours, to be added to the series. 
Implicit in this process is that the actual histories are 
continous functions of time between the discrete points 
that are retained, but there is no direct way to compute 
infonnation at these intermediate times. Essentially, the 
series of temperature and flux histories are out of phase 
with these points. It is therefore not unreasonable to 
suggest that intermediate points be dete.nnined by shifting 
the phase of the temperature and flux histories by only a 
fraction of a time step. This would atlow a CTF series 
computed for a time step Lit, to be used to compute 
information at times t+Lit/2, t+iit/3, t+6t/4, or any other 
arbitrary fraction of the time step. In practice there are 
several ways of doing this as shown in figures 5, 6, and 7. 

time 

history I 

history 2 

Figure 5: Multiple,staggered time history scheme 

time 

x-x 
o-o 
x-· -x 
o-' -o' 
o·-· -o" 

history I 

his1ory 2 

history 3 

history 4 

his1ory 5 

Figure 6: Sequential interpolation of new histories 
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time 

Figure 7: Master history with interpolation 

llislory I 

llislory 2 

The first method, shown in figure 5, maintains ti.vo 
sets of histories out of phase with each other by 112 time 
step, which would be the smallest convenient time step at 
which the CTF series is stable. Calculations of desired 
quantities use each set of histories alternately. This 
method has the advantage of requiring no interpolation, 
however, if the smallest stable time step is large compared 
to the desired time step, large amounts of storage are 
required for all the sets of histories. 

, The . second method, shown in figure 6, is an 
mterpolat1on method where each history used is 
interpolated from the previous history set. Permanent 
storage is thus only required for one set of temperature 
and Oux histories. The drawback of this method is that 
the interpolation process smooths out the the information 
contained in the histories so that when time has advanced 
to the point that the current history is in phase with a 
previous history the information contained at concWTent 
times will be different. The net effect of this method is to 
change past information which is unacceptable from a 
physical point of view. 

The final method, shown in figure 7, is something of 
a hybrid of the previous two methods in that one "master" 
history set is maintained for all time and when 
information is needed at intermediate ti~e steps the 
required history series is interpolated from the master. 
!his me_thod has proved to be the best of the three options 
in practice and has subsequent1y been incorporated into a 
development version of the BLAST program along with 
Seem's procedure for calculating CTF series. 

VI. IMPLEMENTATION OE NEW METHODS AND 
TEST CASES 

A special development version of BLASI has been created 
which incorporates the third order lagging method with 
zone capacitance and Seem's method of generating 
conduction transfer functions along with the "master 
history" interpolation scheme. Jn addition, we have 
developed entirely new system simulation routines which 
use the predictive system energy balance scheme. 
However, we have not as yet, incorporated all the 
complexity a11d sophistication of the BLAST system 
routines in the new code. 

The test case "building" used in evaluating all new 
methods for this paper consists of a single 20'x20'xl0' zone 
with: 

walls - 4" concrete, 3/4" plaster board walls 
slab on grade floor - 8" concrete and 12" earth 
roof - 112" stone, 3/8" felt, l" insulation, and 2" 
concrete. 

The building was simulated for a Chicago, Illinois summer 
design day, which has da.ily highs of 91 F (32.8 C) and 
lows of 68 F (20 C). Additionally, a 5 kB tu electrical load 
was imposed on the buildi.ng from 7 a.m. to 5 p.m. The 
electrical load increases the cooling requirements of the 
z?ne ~d is a more severe test of the simulation techniques 
stnce 1 t acts as an extra forcing function on the sys tern 
response. 

Strict quantitative comparisons between outputs 
from. BLAST and our development code are not, in general, 
possible, due to the fact that ,BLAST simulates the zone 
loads and systems separately. However, we have been able 
to generate roughly equivalent VAV systems for 
quantitative comparison. In addition a simplified single 
zone dra_w through system has been extensively tested, as 
has outside air ventilation. This is currently impossible to 
do with BLAST since there is no way to generate a realistic. 
control profile for outside air ventilation. 

VII. RESULTS AND COMPARISONS WITH BLAST 

Our first goal is to demonstrate the stability of the 
predictive energy balance method for system control, 
c~mbined with the lagging with zone capacitance method. 
Figures 9 and 10 shows the results of simulating a single 
~one draw t_hrough system conditioning the zone described 
m the previous section. In figure 9, the zone temperature 
is plotted as a function of time for time step of 1/4 and 1 
hour. There is very good agreement between the two cases 
and no sign o[ oscillations in the sotution, even at the one 
hour time step. 

"' .c 
c 
"' L 
.c 
"' u.. 

76.5 

Zone Temperature 
Summer Design Day, Ct'l1cago, IL, USA 

-tJ - I Hour 

7 6 .3 ................. _....i!rl-_._....__..._1.-..i__.. ........ --L.._._..._.....:i 
I 7 13 18 24 

Time of Day 

Figure 9: Daily Zone Temperature History for a Single 
Zone Draw Through System for 1/ 4 Hour and 1 Hour Time 

Steps 

The cooling.coil output, which is tbe difference between 
the zone supply air enthalpy and the cooling coil inlet air 
enthalpy, shows similarly good agreement as indicated in 
figure 10. Figures 9 and 10 indicate that under the 
predictive system energy balance method, guaranteeing 
the stability of the system response is not a serious 
concern. A second question arises however, that of 
a~curacy. fo BL~S1:' 1 large time steps are not a problem 
since the s1mulat1on iterates on the zone heat balance until 
a self consistent solution is obtained. In the Jagging 
met~od, since no t teration to convergence occurs, zone or 
outside conditions changing significantly over the time 
step can lead to physically unreasonable results. For 
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'"Pl" cons ider zone air being recirculated by a fan 
L''.'C:h •~ \,;• 
<~ s tem . Over the course of an .ho~r. the temperature 
. ·. thin the zone could change s1gn1f1cantly under the 
;:,\1ucnce of external cond_itions though the recirculate~ air 
would provide no ene'.gy mput to_ the zone. _However, ma 
;imu l:iuon us ing laggmg, the re~1rculated a~r wo~ld be at 
.1.c temperature of the zone during the previous time step 
~-:~;I :is 3 resu lt could provide ano~alous condit~oning to 
. :1c -one. :\ test case was run which merely recrrculated 
:~ 11;· 31 r and allowed the zone temperature to float tmder 
~:w 111 !1uence of outside conditions. The lagging method 
... :is used with l hour and 1/4 hour t ime steps. As can be 
~ccn 111 figw-e 11. anomalous energy is provided to the 
· one :it the larger time steps and represents a clearly 
~nrc:.11 situation a t the one hour time step. 

Cool1ng Co1l output 
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--B-0 25 Hour 

:: . -tl - ; Hour 

13 
Time or Day 

18 24 

Figure 10: Daily Cooling Coil Output History for a Single 
Zone Draw Through System for 114 Hour and 1 Hour Time 
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Fi;:;t.":'e 11: Anomalous cooling by recirculating air due to 
excessive time step 

The :-emedy to this problem is to run at 1/4 hour time steps 
or shorter lo minimize this effect. It should also be noted 
hnt this anomalous energy is small compared to the 

system energy input to the zone in mos t cases and 
nvcraged over the daily cycle the ne t contribution to the 
c:hnr.1;e in zone energy would be close to zero. In addition 
the tntroduction o.f outside air, which is required for 

ventilation purposes, further dilutes the effect since 
outside air conditions are not lagged. Therefore, accuracy 
of the simulation is not likely to be severely compromised. 

Figure 12 shows the effect of pure ventilation of 
outside air on the zone temperature. Figure 13 gives the 
cooling provided to the zone by the outside air. Clearly, it 
would be undesirable to run pure ventilation given the 
weather in Chicago during midswnmer, but the ability of 
the new heat balance method to model systems which 
BLAST cannot is clearly demonstrated. The 0.1 hour and 
0.25 hour cases show excellent agreement of the zone 
temperatures and marginal differences in the cooling 
provided to the zone. 
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Figure 12: Daily Zone Temperature History for Outside 
Air Ventilation Only 
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Figure 13: Outside Air Ventilative Cooling Provided to 
the Zone 

Finally, we compare BLAST and the combined method for 
the zone and conditions described above and with a VA V 
system conditioning the zone . As was mentioned 
previously. the differences between the computational 
methods make i t difficult to create identical zone 
temperature controllers to allow strictly quantitative 
comparisons. As shown in figures 14 and 15, qualitatively 
the trends shown In the zone temperature and cooling coil 
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output histories are very similar though the actual 
numl:lers differ somewhat. 
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Figure 14: Comparison of BLAST and Combined Loads 
and Systems Method Cooling Coil Output for a Smruner 

Design Day 
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Figure 15: Comparison of BLAST and CombinAri Loads 
and Systems Method Zone Temperature for a Sum.mer 

Design Day 

VIII. CONCLUSIONS 

During the course of this research we have explored 
several options for controlling system simulations, when 
these are a part of whole building simulations. We have 
demonstrated that the method of predictive system energy 
balance combined with the lagging with zone capacitance 
method for solving the zone energy balance is a '<lable 
technique. Our results show that the method is stable 
under a wide range of simulation conditions and allows 
great flexibility in selecting an appropriate time step. The 
one caveat to this. statement concerns the simulation of 
pure ventilation of outside a1r. Although such a simulation 
is stable for time steps of one hour or more, such large time 
steps are not reco.~~nded since significant anomalous 
cooling can be obtained from recirculated air. In order to 
minimze this effect, time step of one hour or less should be 
utilised. 

A further implication of the large time steps allowed 
by the predictive system energy balance scheme is that 
computation time can be reduced over schemes attempting 
to simulate real time control. This is an important point 
for most users of BLAST and other building simulation 
programs which a.re PC based. A new version of BLAST 
which incorporates the combined simulation will not 
require current BLAST users to upgrade their hardware. 
Preliminary results indicate that the principal penalty of 
the new scheme will be an increase in computation time 
over BLAST but with substantially reduced memory 
requirements since there is no need to store zone loads 
information before passing it on to the system simulation . 

A secondary conclusion from this work is that it is 
possible to calcu.late wall surface temperature and flux 
information at time steps intermediate to those which the 
CTF series was calculated for by interpolating new 
temperature an flux histories from the cw·rent 
temperature and flux hil!tories. This has proved most 
beneficial to our research since it has enabled us to retain 
the CTF method. Other methods, such as a finite 
difference solution to the heat conduction equation would 
have resulted in a significant increase in computation time 
and memory requirements. In addition the interpolation 
scheme will allow the use of an adaptive time step bu.ilding 
simulation. wherein the time step is allowed to be large 
when conditions are relatively constant and is shortened 
when conditions are changing more rapidly. 

Work with our development version of BLAST is 
continuing with an emphasis on bringing the code up to 
release standards. This entails major rework of internal 
record keeping, new system development, and 
optimization. The next major technical question will be 
completing the feedback loop from the central plants 
silnulation to systems in order to generate a self-consistent 
simulation for an entire building. 
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