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fo this paper different techniques for mo~lelling building therm11l sy~tems are in
vestigated. These consist of i\d\·AOced s1.ochas1.ic timP. series analysis using cor
relaLion techniques and Lbe more 11s111\I oP.lerminisLic 11.pproach based on physical 
analysis. A test cell is used as the basis for compMing ;l. nd contrasting the two 
approaches. It is shown that since building Lherm11 I behaviour can be subject to 
considerable stochastic influences, Lhe former 11 pprol\ch offers good potential Cor 
describing system behaviour; this is of importance in certain applica.Lions, such as 
control. Evaluation of the deterministic approl\ch shows it is capable of handling 
stochastic effects but only with difficulty. However, the laLler approach offers the 
ability to evaluate differing designs prior to t.he·lmilding consLruction . 

1 INTRODUCTION 

Since the earliest times mankind has sought shell er from I he inclemencies of the natural 
environment. Initially this was achieved by the use of c;IV(>!I; ;rnd I ree l101lows, but with time. 
this has progressed to the stage where use is now m11cle of elabor11tc purpose-built structures 
in whid} artificial environments are provided by means-of complex heating, ,·entilating an<l 
air-conditioning (HVAC) systems (building sen·ic('s). Until recently, control was effected 
by means of classical analogue techniques only. Ho\\'ever. Lile ad\'enl of the microprocessor 
has offered building services engineers the ability to rnrry out digit<1I control by computer. 
Althoug h r;omputer con Lrol methods have been 111 ilis<'d for ;i 11uml>er of yc:ars in areas 
such as process control, lhe inirodnction of the lc·C'l1niq111•s lo h11ildi11g sen·ices systems is 
relati\·cly recent. This application lo the built. st•ctor i~ pop11l;,rly tl'rms .. BE!-.IS .. - lluil<ling 
Energy ~1anagcmcnt Systems, and the.phrase "in1l'lligent. h11ilclings .. has been coined 10 
describe those in which a BEMS has been insta!kci . . 

The "high-tech" image com·eyed by BEMS c11n, howe\W, gi\'I: a false impression. While 
hendit.s in l.ernis of energy savings have . been snhst.antial, . t.)iis l111s oftl"n resuh<'d from 
a L>etlcr, more <let.ailed, uri<lc~sLanding of dinrnt1•/lu1ildi11.!;/llV:\C pl11nl bd111\'iour which 
a IJE:\IS can o!Ter, by virtue of the large q1111111i1~· of cl11ta n•ronkd ;inti lllC' case with 
\\'hich it can br au;ilysc<l. lu many commcrri11ll,·-~1·;1ilal1I<' BEl\lS. 111<: co11,·c11tio11al .-011trnl 
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Figure 1: Computer control of a test cell 
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(i) the heating element was enclosed within a metal canister to introduce a larger dead
time; 

(ii) steel plates were placed on _the floor of the cell enclosure in an attempt to slow down 
the dynamics, and 

(iii) an electric extract fan was inserted in one wall of the cell to introduce large magnitude 
stochastic disturbances. 

Figure 2(a) shows the open-loop step response of the original cell and Figure 2(b) the 
response for the modified cell. The remainder of the discussion in this paper relates to the 
modified test cell. 

3 STOCHASTIC MODELLING 

The test cell m11y be represented by a mathematical model of the form (see for example 
Box and Jenkins [i], Norton [SJ and Ljung [9)): 

A(=-1)T,(t)==-nB1 (z-1)u(t)+.:-l2B1 (z-1)T.(t)+C(.:- 1)c(t) (I) 

\\'here 

A (z-1) = 1 + 01z- 1 + a2z-1 + ... +an .... -"· (2) 

B, (z- 1
) = b10 + buz-1 + b12z-1 + · · · + b1,nb•-nb (3) 

B2 (•-') . = ~o + b21z- 1 + buz-1 + · • · + b,,n~2z-ubl (~) 

c (=-·) = l + ·;;; ... -l + C7Z-l + · · · + C,, 0 z-"' (5) 
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Figure 2: Step responses of the test cell 

The tenn z-• is the delay operator (z-1 /(t) = J(t - T) where T is the sampling interval 
in seconds), T. ( t) is the cell internal air temperature at time t, u ( t) is the !::eat input rate 
to the cell, T0 ( t} is the ambient air temperature, e ( t) is a w bite noise process to represent 
stochastic effects, li. {1 are the dead times of the system and na, nb, nb2 and nc are orders 
of the respective polynomials. 

An open-loop step response was carried out and values of T., T. and u were recorded 
every second for three hours. The correlation between the step input u and lhe cell tem
perature T. gave the dead time l 1 as approximately 60 seconds. The value of T. remained 
essentially constant and hence was ignored in the modelling process. as discussed in \/irk et 
aJ (3). To represent this dead lime by an integer number of sampling intervals, the sampling 
rate can be chosen to be any factor of 60 seconds. Tests could therefore be carried out 
for va.lues of 10, 20 and 60 seconds; the faster the sampling rate the greater the processing 
power required for on-line modelling. In view of this, a rate of 60 seconds was chosen giving 
a dead time of one sampling interval. 

The test cell was subjected to a pseudo random binary sequence (PRBS} he.ating input, 
having vaJues 0 or 1, at a sampling interval of one minute for a total time of ten hours. 
Readings of Tc and u were recorded for off-line identification purposes. These sequences 
are shown in Figure 3. For.effecti\'e ideniification, such data must in general be normalised 
for the remo,·al of trends, means, cyclic and seasonal effects (Box and Jenkins (71) . For the 
data in Figure 3 the means were remo,·ed giving a. model of lhe form : 

(6) 

where d0 is a D.C. term. The next stage in the identification procedure in,·o)\'ed assuming 
a \'alue for the order of the polynomials na, nb and nc and determining an est.imate of 
the model parameters using the Identification Toolbox in. PC-MATLAB. This model was 
\'alidated by comparing predicted and measured ,·alues gh·ing the errors (residuals). Th<.' 
squares of these can be summed lo give an indication of model quality. As the orders arc 
increased the model quality improves which is indicated by a reduction in the sum of l he 
squares of the residuals. Repeating this procedure for SC\'cral orders permits the plott ing 
of errors ag11insl model order. A sudden cl1ange in slope indicates the correct model ordi:r. 
These orders were found to he na = 3, 11b = '.?, 11c =" 2. Using I he~r orders a least. squilrcs 
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l!stimate yields an ARMAX model for Lhe Lest cell 11s : 

(1 - 2.03z- 1 +1.25z-1 -0.22z-3
) T0 (t) = z- 1 (0.7-l - 0.34z-' -0.33z-2

) u(t) 

+(l -1.13z-' +O.J6z-1 )dt)-0.04(7) 

3.1 Model Validation and Discussion 

\IATLAB allows the models to be validated hy pcrformin~ 11111.0-rnrrelations on the resid~ 
•Jals and cross-correlating the residuals with the input .. Thr.~c are shown in Figures 4(a) 
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Figure 4: Corrclal.ion re~11ils 

and 4( b) where both are seen to be sali~fo.clory. 111 ;ulditio11. Lhe model can be used to 
predict lhe cell temperalure, giving forec11!'ll.s whic·li 1nny hi! c:ompMed with t he measured 
•·;dues. T his comparison is shown in rigmc 5. ll'h1·rr ii. n111 he- '" 'c·n t.hl'll for t he majority of 
the time forecasled and measured values agrcc- lo wdl wit,lii11 l.0°C..:. Although Lhis would 
be adequa te in most cases, in praclice morn an·11rnte> forc•c'l'l"t~ could be acl1ie\•able, since 
~n air change.rate of 400 ach is an exceedingly lnrgc· sl.ol"hnsl.ic effect. Even so, such large 
r fTe<"t~ ran he accommodated if sensors and ini;1rnmr11tn t ion nrc instnlll'd lo mrniiurc the 
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disturbances. This is a similar finding to that in the physical modelling discussed in section 
4. In our case, the disturbance was implemented by a PRBS on/off input to the electric 
extract fan. Were this to be treated as an additional known system input and modelled, 
then better forecasts are possible. This two·input cast! can be, and was, anal}•sed, and 
resulted in a. model that predicted cell temperatures to within 0.5°C. The prediction errors 
for both these cases are 3hown in Figure 6; these clearly shall' the improvements. Sums of 
the (errors)2 over the range 100 mins - 600 mins for singie input and two-input cases were 
found to be 332.3 and 162.9 J'espectively. 

The off-line modelling process described can be modified for on-line use by employing 
recursi\•e identification methods (see for example Norton [SJ and Ljung [9]). The main 
objective for doing thjs would be to de\'elop and implement ad,·anced control techniques 
for use in building energy management systems. As shown abo"e, the models can accurately 
predict the· .thermal behaviour. lt is clear that if such a model is used as part of a control 
algorithm belt.er performance is possible together with reduction in energy consumption. 
This is because the forecasts permit reductions in the overshoots and undershoots from set 
points that occur in current PID systems. Research lo render this on-line approach viable 
for building sen·ices control is being actively pursued, \'irk ct al [~], [5], [lOj, \'irk and 
Lo\'eda~· [llj, Lo\•eday et al !12], [l3j. 

4 PHYSICAL (DETER1\1INISTIC) l\10DELLING 

AL this stage it is useful Lo show, in general terms, lhe relationship between the stoch11~tic 
modelling method, discussed in section 3. and the delcrminist ic modelling method. Both 
r<'prcscnt different asp<!cts of what. is termed system iJentificalion - the technique for ob-
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taining a model which describes lhe beha\'iour of a system for subsequent use in design 
or for control purposes. This relationship is illustrated in Figure i. Method J, which 
has already been described, finds particular use in control engineering where the model 
produced is often used in the design of Lhe controller. Here, stochastic (noise) effects are 
accounted for. Method 2 and Method 3 which are essentially the same as one another, 
can be used lo model systems which are stochastic, but the quality of system description is 
dependent on the amount of random influence i>resent in the real system. If this is small . 
the model produced by Mel.hod 2 may be adequate for control engineering purposes. 0th· 
erwise, Methods 2 and 3 offer a technique for evaluating component. and sysLem designs. 
The choice of method is therefore determined by the nature of the system to be modelled. 
and by the subsequent use to which the model is put. 

\Vith respect lo the modelling of buildings, Method I represents a relati1·ely new ap
proach. Method 2 and Method 3 usually comprise the well-known techniques for describing 
thermal behaviour. At its simplest, this can constitute the simple steady state approach: 

Q =_lfA(t; - t0 ) (S) 

where Q is the rate of flow of heat (Watts) through a const ruct ional element of area A (m'). 
t; and t0 are, respectively, inlerna l and e>:lernal tempera! urcs (1\), and U is the U-value 
(Wm- 2 f{-1) of the element (Markus and .Morris [14)). AL its most complex, it iD\·olves 
solution of the three·dimensional lransienl conduct ion equation, which, for no internal heat 
general ion, may be expressed: 

(9) 

Here k, (I and Gp are, respectively, the lhcrmal conductivit.y (H'm- 1 K- 1
), the density 

(~-g m- 3 ) and the specific heal capacit.y (J kg- 1 f{- 1
), of the building constructional l'll'-
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Figure 7: Overview of system identification 

ment, T the temperature (I<) and fJ 7 the Laplacian operator. defined as: 

(10) 

Between lhese static and fully dynamic extremes exist a number of simplified approaches. 
Solution of equation 9 is often restricted to one dimension which permits more practical 
techniques such as the response factor method (I usada il5]; Kimura (161) to be de\'eloped. 
Another technique is the "admittance procedure .. (Millbank and Harrington-Lynn (17]), in 
which the internal temperature of a zone is determined from an assumed sinusoidal external 
temperature variation; this requires the assignment of mean and peak temperature 1·alues. 
The procedure defines the parameters of admittance }' (ll'm- 11\·- 1 ), time lag ¢ (hour5) 
and decremen( factor f (op cit) wbich arise as a result of heal storage effecu within the 
building fabric. IL is less rigorous than other techniques but offers a first step towards the 
dynamic analysis of a building design combined with being relativcl)' straightforward lo 
use. 

The use of such deterministic models as those described abo1·e. or ones in lhe form of 
well-known computer programmes such as ESP, SERI-RES, assumes lhe building/climate 
system lo be noiseless, that is. free of random disturbances. Howe,·cr. buildings are in 
reality subject to significant stochastic influences such as natural 1·cntilalion effects (from 
opening and closing windows), solar gain nuciualions, occupancy and appliance usage 
\'atiaLions. ·The effect lhal such disturbances haq• on srstcm performance will \"a ry from 
case Lo case but, ne,•crlhelcss, handling an)• such disturbance in a dl'lerminist ic model 
presents additional difficulties which arc now illustralt'd . 
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4.1 Deterministic Modelling of Test Cell 

The test cell system described in section 2 wu mo1lellt-d using the admittance procedure 
in the form of a. modified version of the computer programme BRE-ADMIT written by the 
UK Building Research Establishment (Bloomneld, J!J85). This programme is designed for 
single-zone modelling of building structures, so in order to adequately model the test cell, 
the following modifications were made. 

(i) The minimum dimensions of the cuboid that could be modelled were reduced to 
O.lm x O.lm x O.lm high. Though this will a.IT'ect the values af surface resistance 
the original progr&mme values were retained since this is to be a. comparative study 
based on changes in ventilation rate . . 

(ii) The maximum permissible value of internal temperature was raised from 25°C to 
lOOOC, a.nd tha.t of day-time/night-time ventilation rate from 50 ach to 500 a.ch. 

(iii) The thermal conductivity range was increa....ecl to permit inclusion of the value for 
steel (60Wm-1K-1). 

The above modifications constituted a new programme en tilled ~Elf<.EAJ\1002" which 
was used to model the test cell. Since the cell was lo~atcd inside a laboratory the absence of 
solar radiation was treated by setting to zero Lhc solar i\h~ol'pt.ivity values of the modelled 
cell surfaces. The laboratory air temperature (Lhe int.ern11l temperature in "BREAMOD2") 
was modelled by setting the mean value to 28°C, with a swing (maximum minus mean) 
of 0.5°C a.nd a value of one cycle per day (24 hours). The "heating plant" .output was set 
at 15 Watts continuous operation, this value being fo11nd lo produce the correct order of 
magnitude for results of internal air temperature by olT'·sclling the elT'ects of other approxi
mations; the value is consistent with the intermit.tcnt. opl"rll t.ion of the 50 Watt heaLer in the 
actual test cell. An effect of the canister which l:'nrlosPcl 1.hP hl'aler was to reduce radiant 
emission. This was modelled by setting the conv<'!<'1 j,•c:r11clia1.ive emission ratio to 0.9:0.1. 
Figure 8 illustrates the cell arrangement for mocldling purposes. Table I gives the values 
of the relevant thermophysical properties and Table 2 t.he derived quantities as obtained 
from the "BRE-ADMIT THERMAL FACTORS" s11h-ro11Line. These show the cell to be an 
extremely lightweight structure, even with t.11e steel platl'!I, 1md to have negligible thermal 
storage. This confirmed results obtained from st.ep response 1.esls carried out on the actual 
cell. Therefore the steel plates do not sufficien1.ly slow the dynamics, and other materials 
will need to be employed in future work. 

The chief stochastic disturbance in the a1·t.11al I rs!. crll sysll:'m was the operation of the 
electric extract fan driven by a pseudo random hinill'.I' sc•q11c111·t>. This produced a cell air 
change rate estimated to be 400 ach when the fan was on. /\ h11rkground infiltration rate of 2 
ach was assumed when the fan was off. Since "11RE-,\l1~11T" (aucl hence "BREAMOD2") 
is a. relatively simple simulation model, this distnrbanc:<' can he handled only coarsely. 
Hence simulations were performed for four \'11l11cs of v1•nt.ilation ralc: 2, 5, 200 11.nd 400 acli, 
and the results compared. Simula.Lions showed that t.lu'! small casual heat gain from the 
fan motor had a negligible effect on r~11lts, ancl so this gnin was ignorrd. 

Figure 9 shows the effect, on cell internal IPmprrnt.11r(•, of vnrying the ventilation rate. 
These results are in good agreement with the m1•11surrd 1 rmperatures in the actual test 
cell (see Figure 3(a)), thus validating the sim11IMio11 11md1·I. V1•111.ila1.io11 rate is 11 stochastic 
disturbance, a.nd is seen to have a signific-ant. 1·ffc·r1 11po11 sim11lat.ed n·ll l.cmpe1·a1.ure. This 
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Table 1: Cell thermophy~ical properties 

Surface No. of Width Density Conc!uctiviLy Sp. heat capacity 
layers (mm) (kg m- 3 ) ( II/ 1lJ - I /\

0 

- I ) ( J ~-9-• f(-1) 

1,2,3,4 1 5 105 0.0.1; 150i 

5 2: 
first 5 105 0.0'li 1507 
second 5 105 0.0·li 1507 

6 3: 
first 1 iS.5-l (iQ 434 
second 5 105 O.O·li 1507 
third 5 105 O.O·li 1507 

Table 2: Derived quantities from .. TllEHtll:\I. F . .\CTORS"' 

Surface U-va.lue Y-1•.,luc f 
(,,0:1·.s) I (W m-1 K-') (11' m-·1 g-1) 

1,2,3,4 3.492 3.·l!J2 I 0 

5 2.5-16 2.5.J(i l 0 

6 2.546 2.55·1 I 0 

-· 
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Figure S: Illustration of the test cell a.s simula.ted 

is because the size of the disturbance is very large (for demonstration purposes). However, 
even small variations in infiltration rates, such as from 2 a.ch to 5 ach, affect the cell 
temperature by a.bout 0.3°C. Prediction of the cell internal temperature at any given time 
is therefore difficult, because this particular model is unable to handle ventilation rate 
changes over small time steps. To deterministically model this system adequately it would 
be necess.ary for the model to cope with infiltration data over a. finer time resolution . 
provided that such data were available. Thus model complexity must be increased. A 
similar approach would be needed if other disturbances such as occupancy changes and 
other casual gains variations were to be modelled. This would require more detailed data 
on these ,·aria.lions and this might be both difficult and expensive to obtain. 

:.-t i! 
,,.._ _ _,,.,,,,,J =·=====-·-•"" .. } ........ _,,, __ ,,,...., .. 

J: • . . •• . ·• • •· • · • · · • • 

'" ...................... . 

!.•th 

....... . ... .. ····· ..................... .. ... ..... .. . 

:o,L -------:,:-0 ---,;:-,--~---;; ·:. 

Ulnh •f "••t1l•ll•• •••1•••••• 
''!:"• ------------------. 
~· ·. 

" " 
i " , " t 

I " 
! J I 

" 

.. 
' It • .... I ·· ···• 

',~--,:-,--,H~-,~.,..---"'""":~:---,~~:---,~~:--~ 

Figure 9: Effects of \'Cntilat ion \'ariations 



618 

5 CONCLUSIONS 

The stochutic approach to system modelling hM b~n described. lls application to a. 
test cell subject to random disturbances results in a good mathematic&! description of 
tha.t system which incorporates stochastic effects within a rela ti vely compact model. The 
deterministic approach has also been described And applied to lhe same system. It has 
been shown that to model stochastic effects a.ccurat.cly, the complexity of the models needs 
to be increa.sed. 

Since building thermal behaviour can be subject to significant ra.ndom .influences, the 
stochastic approach in some respects offers better poLentilll. This is particularly the ca.se if 
some form of on-line model implementation is contemplated. An example of this is on-line 
control via a. building energy management system (BEMS). Here, due to the parsimony of 
the model, implementation would require less computer power with reduced computation 
time. However, since 3uch a. model is drawn from input/ output data., a. building must 
alrea.dy be conatructed and functioning to oblllin the model. The deterministic approach, 
while producing models which might prove loo unwieldy for on- line implementation pur
poses, doe! offer the advantage of being usable at I. he pre·const ruction stage of a. building 
for the evaluation of different designs. Howe,•er, 11. fnrt.hi-r use migh t be l .:. o.»C:Ss lhe sensi
tivity of, for example, a. zone temperature in respon~c to 1•11ria 1 ion in 11. stochastic variable 
(occupancy, ventilation, casual gains). This <"Oniel 11 icl l.lw ·el r.ction of the important vari
ables to be monitored prior to developing a stoC"hi\:<t.ic model for on- line control purposes, 
and since this is dependent upon the type. dt'Sign and loca tion of a building, it could be 
carried out at the design stage. The authors arc cnncnlly i nve~ lig11t ing Lhese aspects. 

References 

(1] Loveday D L, Virk G S and Qadri N !!, The Applic11tion of Predictive Control to 
Building Energy Ma.na.gement Systems, Proc First. U.J\. Seminar on COMADEM, 
Kogan Page, pp 248-253, l 988. 

(2) Loveday D Land Craggs C. Short- term St.ochasl ic \1o<lelling of Internal and External 
Air Temperatures for an Occupied Residence, Proc Conf on System Simulation in 
Buildings, Liege, CEC, pp 391·413. 1986. 

[3) Virk GS, Loveday D L, Alkadhimi K I II. ;rnd Cl1<'1mg .J \I. Advanced Control Tech
niques for BEMS, Proc. COMADE~f S!l ln1rrn1nio11al. pp .1(i3--168, Birmingham Poly
technic, 4 • 6 September, 1989. 

[4) Virk G S, Loveday D Land Cheung J ~I. Tlw ld<·111ifirnlion and Use of Predictive 
Models for Building Energy l\1an11gent<'nt and ( \rn1.rnl , Io be submitted to the lnter
nationa.l Journal of Modelling and Simulation, J !HJO. 

[51 Virk G S a.nd Lee S L, Self-Tuning Control in Enn~y ~1a1111gement Systems, 2nd 
Symposium on PC's in Industrilll Control, Warr<'n Spring J,;i horatory, Steven11ge, 1990. 

(6) Virk G S, Cheung J M and Loveday D L. Thr· flolr· of l.0111 rol Technology for Energy 
Savings in Buildings, submitted to IEE Collocp1i11m 011 :\rh·~11cecl SCA DA and Energy 
Management Systems, Dec, 1990. 



· It~ application to a 
•matic.aJ description of 
' compact model. The 
· same system. It has 
ty of the models needs 

indom .influences th 
. ' e 

•a_rt1cularly the case if 
:nple of this is on-line 
~ to the parsimony of 
-educed computation 
ita. a building must 
erministic approach 
mplementation pur.' 
1 stage of a building 
' t.:.. ...,.,css the sensi-
1 stochastic variable 
the important van-
e control purposes 
.1ifding, it could b~ 
: these aspects. 

:1ictive Control to 
on COMADEM, 

·nal and External 
·m Simulation in 

~d Control Tech
rmingham Poly-

se of Predictive 
ed to the Inter-

· Systems, 2nd 
;cven11ge, I 990. 

Jgy for Encrgv 
•A and Energ~ 

619 

[7] Box GE P and Jenkins GM, Time Series :\n11ly~is, forecasting and Control, Holden
Day, 1978. 

[8] Norton J P, An Introduction to Identification, Academic Press, London, 1986. 

(9] Ljung L, System Identification: Theory for the u~er, Prl'ntice·Hall, New Jersey, 1987. 

(10) Virk G S, Loveday D L a.nd Cheung .J M, The De,•elopment of Ada.ptive Control 
Techniques for BEMS, submitted to IEE Conference "Control 91". 

[11) Virk G S and Loveday D L, A Comparison of Predictive, PIO and On/Off Techniques 
for Energy Management and Control, ASHRAE TranN (to appear). 

(12] Loveday D L, Virk GS a.nd Cheung JM, Building Energy Management using Advanced 
Mathematical Models, Facilities Ma.ni\gement lntern11.t.ion11I, Strathclyde University, 
April, 1990. 

(13) Loveday D L, Virk G S and Cheung J M, The Development of Advanced Control 
Algorithms for BEMS, IEE Colloquium on Control in BE!'vlS, l\fay, 1990. 

[14] Markus TA and Morris EN, Buildings, Climat.e ;ind Energy, Pitman Publishing Ltd, 
London, 1980. 

[15) Kusa.da. T, Thermal Response Factors for ~l11lli·Layl'r Structures of Various Heat Con
duction Systems, Pa.per No 2108, ASHRAE Srmi-nn111111l meeting, Chicago, Illinois, 
January, 1969. 

[16) Kimura. I< I, Scientific Basis of Air Conditioning,:\ pplil"d Science Publishers Ltd, 1977. 

[17] Millba.nk N 0 and Harrington-Lynn J, Therm11I Tlesponsl" and t.he Admittance Proce
dure, Building Services Engineer, Vol 42, r>P 38-.'H. J !)i.J. 

[18J Bloomfield DP, BRE-ADMIT: Thermi\I Dl"sign of nuil<lings (IBM PC Version), Build
ing Research Establishment Publishing, 1 fl8."i. 



Cheung/8 

DISCUSSION 

JIANG Y. (China) 

l. What rule should we use to determine the time step ? It 
is very important for your time series model. 

2. What does fan input mean ? During your test, is the fan 
turned on and off sometimes ? The air flow rate is a 
non-linear parameter, I believe that the RAMA model 
(stochastic model) i s not very suitable for this kind of 
non-linear influence. If you use your model to control a 
VAV system there may be some problems. 

ANSWER : 

l. The sampling time depends on the dominant time constants 
and dead times of the system; therefore tests need to be 
performed on the building to establish these 
characteristics. Also, a lower limit that the sampling 
rate must exceed for adequate representation is provided 
by the Sampling Theorem (twice the highest important 
frequency component in the analogue signals being 
considered). In practice, for good performance, much 
faster rates are used; 10-40 times faster than the 
fastest frequency have been used in vari ous 
applications. 

2. The fan input is introduced to represent occupancy and 
other stochastic effects into our test-cell work; it i s 
an on-off input of random form, hence it i s on sometimes 
and off at other times. · The pattern can be chosen to 
represent various occupancy, daily and seasonal 
patterns; in our work a white noise distribution was 
applied to demonstrate the technique . 

Although a linear analysis is assumed, it i s unknown at 
this stage whether such an assumption l s adequate for 
use in the modelling and control of buildings. We accept 
that buildings are nonlinear systems, but linearised 
approximations may still be valid for control purposes. 

LARET L. (France) 

In your conclusions, when you compare stochastic and 
deterministic models, the comparison can be different if you 
use very compact deterministic physical models where some 
parameters are identified in line. With the physical model 

- formulation, you naturally take into account some essential 
properties, as for instance energy conservation. These 
constraints can be very important and difficult to introduce 
in stochastic models. 
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ANSWER : 

In the comparison of deterministic and stochastic models, we 
make the point that a high integrity, complex, deterministic 
model would be more cumbersome to operate on-line than would 
a compact stochastic model identified from input/output 
data. In your research, you have developed very compact 
deterministic models, and of course these would be easy to 
operate on-line beeause ot their compactness. However , as we 
understand it, your compact models are derived from much 
more complex deterministic models which are assumed to 

. represent the actual behaviour of a real system. Even though 
it might be possible to alter your compact model on-line, 
its format, quality and content must be dependent upon the 
initial complex deterministic model from which it was 
derived, and this cannot easily self-adapt to possible 
changes in the physical system. Since no simulation model 
can fully and accurately represent real building thermal 
behaviour, or changes in that behaviour, we identify 
stochastic models from the actual system data itself. 
Complex and compact deterministic models have, however, an 
important role to play in the. design of buildings and their 
controller algorithms as discussed in our paper, but their 
self-adaptive properties are subject to constraints as 
outlined above. 

We don't agree with your comment that properties such as 
energy conservation are difficult to introduce in stochastic 
models. In our work (reported elsewhere), the stochastic 
model is used as the basis of a controller, the operation 
of which can be arranged so as to reduce energy consumption 
(and hence increase energy conservation). The stochastic 
model itself is simply a mathematical description of the 
thermal behaviour of the physical system as it stands 
(inclus i ve of random effects ) and the model can self-adapt 
to form a modified description, should that system change . 
In a similar way , a physical mode l formulation is also 
simply a mathematical descript i on of system behav i our . 
Energy conservation is a quality resulting from system 
perf ormance rather than belng a modellable property. 

DEGUNDA N. (Switzerland) 

that Suppose heating with a heating coil. Assume 
temperature of the heating medium is varying (perhaps because 
of capacity problems during heating up and cold morning). 
Should the model follow these changing parameters ? Don't 
you think you need ·a supervisory level to detect illegal 
situations ? 

the 


