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Natural Convection ·in Passive Solar Buildings: 
Experiments, Analysis, and Results* 
Ashok Gadgil, Fred Bauman, and Ronald Kammerud 
Passive Solar Analysis and Design Group 
Lawrence Berkeley Laboratory 
Berkeley, CA 94720 

Ab•tr•ct Computer programs have been developed to 
'silntilate numerically natural convection in two- and three
dimehsiohal room geometries. Th'e 'programs have been 
viJlidi.ti!Jd using published data from the literature, results 
from a iull-scale experiment performed at the Massachu
~etts lnstitute of Technology, and results from a small
scale experiment perfo;med at LBL. One of the computer 
programs has been used to study the influence of natural 
'Convection on the thermal performance of a single zone in a 
direct-gain passive solar building. It is found that the con
vection heat transfer coefficients between the air and the 
enclosure surfaces can be substantially different from the 
values assumed in the standard building energy analysis 
methods, ancLcan exhibit significant variations across a 
given surface. Th ts study implies that the building. heating 
loads calculated by standard building energy analysis 
methods may have substantial errors as a result of their use 
of common assumptions regarding the convection pro
cesses which occur in an enclosure. 

Nomenclature 

tJ. T* 

28 

Aspect ratio= H/L 
Specific heat at constant pressure 
Grashot number, = g.{3.t::. T.L3/v2 

Acceleration due to gravity 
Enclosure height 
Enclosure length 
Average Nusselt number, =gL/t::.TK 
Average Nusselt number on the hot wall 
Dimensionless pressure 
Prandtl number, = via 
Heat flux 
Rayleigh number,= GrL·Pr 
Dimensionless scale of time 
Temperature 
Characteristic temperature difference, 
=TH-Tc 
Maximum temperature on hot wall -
minimum temperature on cold wall 
Dimensionless time 
Average temperature of air in the zone 
Mean radiant temperature in the zone 
Average temperature Of the cold wall 
Average temperature of the hot wall 
Dimensionless fluid velocity factor 
Vertical axis (dimensionless) 
Horizontal axis (dimensionless) 

K 

µ 
p 
v 

Thermal diffusivity = Kl pCP 
Coefficient of volumetric expansion 

0 'f. ¥. 
Kronecker Delta, = 1

1

1/i = 1 
Dimensionless temperature 
Thermal conductivity 
Viscosity 
Density 
Kinematic viscosity = µ/ p 

Introduction 
In spite of the fundamental role it plays in both 

conventional buildings and passive solar systems, 
natural convection has received relatively little exper
imental or analytic attention within the building 
sciences. Within a single thermal zonet. natural con.:. 
vection and thermal radiation are jointly respons!ble 
for the distribution of heat from collection ahd/or 
storage media to the building occupants, to the 
occupied space, or to building elements having sig
nificant thermal mass but which do not receive direct 
sunlight. In general, several thermal zones are needed 
to characterize occupied buildings (e.g., buildings 
other than warehouses, airplane hangars, etc.); and 
convection processes contribute to the thermal 
transfers among these zones. Buoyancy-drivent con
vection is responsible for the air circulation produc
ing a cooling effect in sunspaces, multistory atria, 
and in other thermal chimney designs. Finally, many 
passive solar concepts such as double envelope 
structures, thermocirculation systems, and air collec
tion systems rely almost exclusively on natural con-__ 
vection for their operation. 

Recent research results have emphasized the 
importance of natural convection processes. Anal
yses performed by the Los AlamDs Scientific Labora
tory (LASL) on the Balcomb house [1] have implied 
the importance of convective coupling of thermal 
zones as compared to radiative and conductive cou-

•This work was supported by the Research and Develop
ment Branch, Passive and Hybrid Division, Office of Solar 
Applications for Buildings, U.S. Department of Energy, 
under Contract No. 7405-ENG-48. 

tSee Glossary of Technical Terms. 
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plings in a multizone structure. Preliminary results 
from work performed at Lawrence Berkeley Labora
tory (LBL) [2] indicate that the magnitude of the con
vection heat transfer coefficients on the inside sur
faces of a typical direct gain building configuration 
can vary significantly with time. This result is consis
tent with an earlier study [3] which demonstrated that 
appreciable errors in prediction of building thermal 
loads can result from the common assumption that 
the total (convective+ radiative) heat transfer coeffi
cients are constant with time. 

There is evidence that convective heat transfer 
processes are highly dependent on both the geomet
ric configuration of the structure being studied (e.g., 
Ref. 2) and the range of thermal boundary conditions 
that might be encountered in the structure. Also, the 
natural convection processes that occur in passive 
systems are largely uninvestigated. Thus, there is a 
need to provide a sound technical basis for estimat
ing the effects of convection on the performance of 
buildings. An unmanageably large number of exper
iments would be required to explore thoroughly natu
ral convection phenomena in buildings empirically. 
The present study addresses this problem by focus
ing on the development of a general computerized 
numerical method for analysis of natural convection, 
and on the validation of the method using results 
from a few selected experiments. The computer code 
can then, with some confidence, be applied to a 
broad range of studies of natural convection in build
ings. More specifically, the work reported here con
sists of (1) the development and validation of a 
numerical analysis technique tor studying convective 
heat transfer in buildings and (2) the use of this anal
ysis technique to study the quantitative role of natural 
convection in the thermal performance of a direct 
solar gain structure, and thereby to examine the 
accuracy of standard assumptions regarding convec
tive heat transfer within a zone in a building. 

Background 
Past natural convection research [4] has dealt 

primarily with geometric configurations that do not 
typify rooms in buildings; as a result, these studies 
are of limited application In the building sciences. 
Convection heat transfer coefficients most often 
used in building energy analysis are largely based on 
experiments conducted 25 years ago [5-7). This work 
was necessarily limited in the range of experimental 
parameters investigated. In addition, the lack of large 
computers and sophisticated experimental hardware 
prevented the researchers from thoroughly examin
ing the sensitivity of their results to the experimental 
assumptions. This past research has not been ex
tended, most likely due to three factors: (1) The his
torically low cost of energy used in buildings; (2) the 
emphasis on the use of forced convection wherever 
possible; and (3) the difficulty of conducting analyti
cal, numerical, or experimental investigations of con
figurations representative of buildings. 

More recently, there has been renewed interest in 
natural convection in the building sciences. Investi
gations of convective heat transfer within and between 
thermal zones have been reported by Buchberg [3], 
Nielsen [8], Honma [9]. and Weber [10] . 
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Problem Definition 
In the published literature, the problem of natural 

convective heat transfer in an enclosure is typically 
simplified to the configuration illustrated in Fig. 1. In 
a two-dimensional rectangular enclosure, one verti
cal surface is maintained at a constant temperature 
TH• and the opposite vertical surface is maintained at 
a lower constant temperature Tc· The horizontal sur
faces are adiabatic (perfectly insulated). This was 
one configuration chosen for the numerical and 
experimental comparisons with published data. Heat 
input or extraction through one vertical surface of an 
enclosure is a reasonable model for many situations 
arising in buildings; for example, it may represent 
heat gain from an unvented Tromba wall or heat loss 
through windows in single- and multistory buildings. 
In addition, a previous study [11) Indicates that in 
warm climates the heat losses through the walls and 
windows (the vertical surfaces) are larger than the 
losses through the floor and the ceiling (horizontal 
surfaces) in a well-insulated, single-story, residential 
building. 

Vertical 

Fig. 1. Recirculating flow Induced In a fluid inside a two
dimensional square cavity, defined by adiabatic 
floor and ceiling and isothermal walls, at temper
tures TH and Tc {TH> Tc). 

In the configuration illustrated in Fig. 1, variations 
in density drive the enclosed fluid up the heated wall, 
along the top horizontal surface, down the cooled 
wall, and along the bottom horizontal surface, com
pleting the convective loop. The convective motion of 
the fluid is confined mostly to a thin region along all 
f.our internal surfaces, producing a rather large and 
fairly inactive central core region. Characteristics of 
the flow such as the mean air temperature, convec
tion coefficients between air and walls, flow veloci
ties, etc., are completely determined by specification 
of the three independent dimensionless parameters 
listed here: 

• Aspect ratio: A = H!L where H = enclosure 
height and L =enclosure length. 

• Prandtl number: Pr= via where 11 =kinematic 
viscosity and a = thermal diffusivity. 

• Rayleigh number: RaL = GrLPr = gf3A TL3Pr/112, 

where GrL = Grashot number, g = acceleration 
due to gravity, f3 =coefficient of thermal expan
sion, and AT = characteristic temperature dif
ference = TH-Tc· , 

J.Cf 



/ 

These parameters include all relevant information 
regarding the enclosure geometry, the fluid proper
ties, and the relative strength of buoyancy and vis
cous forces, respectively. For a rectangular room 
twice as long [5.5 m (18 ft)] as it is high [2.75 m (9 ft)] 
filled with air at 21° C (70° F) and with at least-a 1° C 
(1.8° F) temperature difference between vertical walls, 
these parameters take the values: · 

A= 0.5, 
Pr= 0.71, and 
RaL;::: 1 x 1010• 

Analysis Description and 
Comparison with Published 
Data at Low Rayleigh Num~ers 

Little numerical work has been published on natu
ral/buoyant convection at Rayleigh numbers in excess 
of 107• In this flow regime, fluid velocities become 
relatively large. If the popular Central Difference 
Scheme (CDS) is used for casting the equations 
governing the fluid flow into finite difference form, 
the large velocities necessitate an impracticably fine 
mesh size to ensure numerical stability of the solution 
procedure (e.g., Ref. 12). Spalding [13] has pro
posed a differencing scheme that overcomes this dif
ficulty; it allows relatively coarse grid spacings with
out seriously compromising accuracy and solution 
stability [14]. Two computer programs, CONVEC2 
and CONVEC3, were developed based on this differ
encing scheme. These programs respectively solve 
the coupled two- and three-dimensional conservation 
equations with the Boussinesq approximation: 

Continuity: div(V) = 0, 

Momentum: 

A dV - -- 2 -
Re dt+(V·V)V=\I V-gradp+Gr8;3

, 

EnergY.: 

"' ae - 1 
Re at+ <V· grad) 8 = p,V 2 

8. 

These computer programs can be applied to fluid 
flow problems driven by predefined temperature dis
tributions on the enclosure surfaces and/or by pres
sure differentials between specified locations on the 
boundary. To date, a turbulence model has not been 
incorporated into either computer program, so the 
analyses are lfmited to steady (laminar) flows.* (For a 
more detailed description of the analysis technique, 
see Ref. 15 and references cited therein.) 

Validation of the two computer programs CON
VEC2 and CONVEC3 has been undertaken by com
paring the calculated results to various published 
numerical and experimental efforts and to two recent 
experiments utilizing room geometries. The com par-

* For a room-shaped enclosure, buoyancy-driven 
convection will not become fully turbulent for Ray
leigh numbers less than about 1011 • The wind-driven 
convection in a building is always turbulent. 

30 

ison to the low-Rayleigh-number data cited in the 
literature is described below; validations at the higher 
Rayleigh numbers characteristic of buildings are 
described in the next sections. The mesh sizes used 
for calculation in all validations were relatively coarse 
(the finest two-dimensional mesh size was 17 x 2Q). 
The grid lines were distributed evenly throughoutthe 
central region (interior of the fluid volume) with a 
concentration of grid lines near the enclosure bound
aries; this permitted simulation of the sharp changes 
in flow properties associated with a developed bound
ary layer. Sensitivity analyses indicated that it was 
adequate for this purpose to position three grid lines 
parallel and adjacent to each enclosure surface. 

A quantity of particular importance in the problem 
defined by Fig. 1 is the magnitude of convective heat 
transfer, measured by the Nusselt number. For a 
square enclosure (H =Lin Fig. 1 ), the average Nusselt 
number can be defined as: 

1 i 1 
oT -- --

TH-Tc 0 o Y 
dX 

Y=O 

In Fig. 2, NuL calculated with the convection code. 
CONVEC2, is plotted as a function of Rayleigh 
number. On the same graph , relevant numerical and 
experimental results for 104 :::; RaL:::; 109 from various 
investigators [16-22] have been superi mposed; as 
shown, the agreement is quantitatively acceptable. 
Additional validation at low Rayleigh numbers has 
been presented in Ref. 15. 

100 

.t 6 

I ~ 1~ I. -3---® 
z ~~6 
I . . _ ...... ~ 2 

2 1 5 

® 

---Ra--•~ 

Curve 1: de Vahl Davis, Calculations [16] 
Curve 2: Emery, Experimental Results [17) 
Curve 3: Portier et al., Calculations, Pr= 0.7 [18] 
Curve 4: Burnay et al., Data Reduced from Experiments, 

Pr= 0.7 [19] 
Result 5: Rubel and Landis, Calculations [20] 
Result 6: Quon, Calculations [21] 
Result 7: Fromm [22] 
Points indicated by® 81'.e from present calculations. 

Fig. 2. Dependence of NuL on Ra. or two-dimensional 
flow inside a square cavity. Comparison with pub
lished results shows acceptable agreement. 

Experiments and Analysis Validation 
at High Rayleigh Numbers 

Existing experimental data have largely been limit
ed to Rayleigh numbers of less than 109 - at least an 
order of magnitude below that which characterizes 
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full-scale building geometries. In addition, most of 
the data are for large aspect ratios, typifying fluid flow 
in narrow vertical channels. Two recent experiments 
[2, 23) have expanded the data base into the geomet
ric and kinematic region of interest to the buildings 
sciences. The experiments are described here and 
their results are compared to the predictions of the 
convection analysis code. 

Small-Scale Experiment 
A small-scale experiment, coordinated with the 

analysis, is being carried out at Lawrence Berkeley 
Laboratory. The results from the first phase of this 
experiment are reported here. 

A schematic cross-sectional view of the experi
mental configuration is shown In Fig. 3; the apparatus 
has inside dimensions of 12.7 cm (5 in.) high by 25.4 
cm (1 O In.) long and extended to a horizontal depth of 
76.2 cm (30 In.) to minimize three-dimensional effects. 
Water was used as the working fluid; this allowed 
representative Rayleigh number values to be obtained 
in a small-scale apparatus. The range of parameters 
covered by this experiment are: 

A= 0.5; 
2.6::; Pr::; 6.8; and 

1.6x109 :5 RaL::; 5.4 x 1010. 

The opacity of water to thermal radiation implies 
that the experiment was not a direct, scaled approxi
mation to a real room; using water In the experiment 
allowed measurement of the purely convective part of 
the heat transfer process being studied· and from this 
standpoint, was ideal for validating the convection 
analysis code. 

In experimental modeling of convective heat trans
fer processes, the detailed behavior of a fluid with 
Prandtf number less than 1.0 cannot be accurately 
simulated with a working fluid having a Prandtl 
number much greater than 1.0 [24). Therefore, the 
magnitude of the Nusse.lt number measured in this 
experiment is not numerically identical to that for an 
air-filled enclosure. However, the general fluid behav
ior and parametric relationship observed in the exper-

-iment can be expected to be representative of an 
air-filled cavity. 

The heat transfer data obtained from the experi
ment are presented in the form of log (NuL ) vs. 
log,0 (RaL) in Fig. 4. In this figure ~L (N~sselt 
number) is a measure of the strength of thNe convec
tive heat transfer at the heated wall. On the same 
figure, experimental results from a study by MacGre
gor and Emery [24) and predictions from an analytic 
study by Raithby et al. [25] are shown; the present 
experiment is in quantitatively good agreement with 
both of these previous results . (Note that at the high 
Rayleigh numbers shown in the figure, the Nusselt 
number is relatively insensitive to the aspect ratio (26, 
27).) 

( 

*The maximum contribution of thermal radiation to 
the measured Nusselt number was calculated to be 
less than 2 percent. 
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1 - 1.3cm Plexiglas 

2 - O.Scm Copper Sheet 

3 - Water 

4 - Thermofoil Heaters 

5 - 1.0cm O.D. Copper 
Tubing containing 
Cooling Water 

6 - High Conductivity 
Cement 

7 - 0.6cm Plexiglas 
Partition 

8 - Adjust?ble Rod 

® 

9 - 5.1cm Polystyrofoam 
Insulation Board 

10 - Inside Surface of 
Polystyrofoam lined with 
Polyethylene Sheeting 

11 - Airspace 

12 - Thermocouple Probe 

13 - Central Thermocouple 
Array 

14 - Fiberglas Insulation 
(2 layers) 

1? - Wood Base 

Fig. 3. Schematic cross-sectional view of experimental 
configurations. 

To use the data from this experiment for validation 
of the two-dimensional convection code, the compu
ter program was modified to incorporate the temper
ature dependence of the physical properties of water. 
Sensitivity studies using the computer program dem
onstrated an increase of as much as 10 percent in the 
Nusselt numbers when the properties were allowed 
to vary with temperature rather than being fixed at 
their average values. Due to lack of sufficiently 
detailed experimental instrumentation, best estimates 
of some enclosure surface temperature profiles were 
necessary to complete the input to the analysis pro
gram. These surface temperature estimates are be
lieved to have errors of less than ± 10 percent. To 
date, the sensitivity of the prediction of the computer 
code to these uncertainties has not been thoroughly 
investigated, pending the availability of data from an 
improved small-scale experiment in progress at LBL. 

Comparisons of the predictions of the computer 
code with the experimental results for the extent of 
stratification in the core region are shown in Figs. 5 
and 6. These figures show the temperature profiles 
along vertical and horizontal lines through the geo
metri.c centers of the enclosure for RaL = 2.4 x 109 and 
RaL = 4.7 x 1010, respectively. The -excellent agree
ment of the numerical pred iction of the temperature 
profiles in the central core at the lower Rayleigh 
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2.6 

2.2 
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I~ 
~ 1.8 

1.4 

{

/:}. A=10 
MacGregor & Emery (water) D A = 20 

0 A= 40 

Present study (water, A = 0.5) J NuL 
Raith by, Holland, Unny (A ~5) '" 
Raithby et al, (Pr= 5-6, A= .5) ---

Lam B.L. = Laminar Boundary Layer 
Turb. B.L. =Turbulent Boundary Layer 

1.Q._ ___ __..__ ___ ___. ____ _._ ____ _._ ____ .__ ___ __. __________ _ 

8.0 8.4 8.8 9.2 

Fig. 4. Heat transfer results compared to previous results. 

number (Fig. 5) indicates that the program is address
ing the fundamental characteristics of the flow suc
cessfully at this Rayleigh number (2.4 x 109). The 
numerically predicted vertical centerline tempera
ture profile at the higher Rayleigh number (4.7 x 1010 , 

Fig. 6) exhibits a shift to smaller temperature gra
dients in the central core region associated with an 
increased gradient nearthe horizontal surfaces. The 
most likely sources of this discrepancy are (1) the 
potential for transitional flow (between steady laminar 
and fully turbulent) _at this value of RaL could contrib
ute to the noted differences between experimental 
and numerical results; (2) due to increased convec
tive effects at this higher RaL, the errors in the esti
mates of surface temperatures immediately upstream 
from the centerline region may have a significant 
effect on the magnitude of the calculated tempera
ture profile at the centerline; or (3) the coarse mesh 
size used in the present numerical studies may also 
have been a contributing factor to the disagreement 
at this high value of RaL. Ongoing work is expected to 
shed some light on this question; until the source of 
the discrepancy is understood, however, the compar
ison of stratification profiles implies that the convec
tion code properly represents the fundamental char
acter of the flow for the smaller value of RaL and is 
qualitatively correct for all RaL < 5 x 1010 • 

The Nusselt number predictions made by the 
computer code are compared to the corresponding 
measurements in Table 1; the surface temperature 
distributions used in the simulations are also indi
cated in this table. The two numerical simulations 
(runs 2a and 2b) made atthe higher Rayleigh number 

· indicate the sensitivity of the predicted Nusselt 
number to differences in the details of a surface 
temperature specification. The disagreement in the 
Nusselt numbers at the lower RaL value is thought to 
be due to the sensitivity of the Nusselt number predic-
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10.0 10.4 10.8 11.2 

Horizontal Centerline (x/H = 0.5) Temperature Profile 

RaL = 2.4 x 10•, Tavg = 25.7°C, Ll.T• = 10.8°C 

0.2 Cold Wall Hot Wall 
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Ci 0.0 0.2 0.4 0.6 0.8 1.0 

Dimensionless Horizontal Distance (y/L) 

Vertical Centerline (y/L = 0.5) Temperature Profile 

RaL = 2.4 x 109 , Tavg =25.7°C, Ll.T• = 10.8°C 

0.3 

0.2 

0.1 

o.ci 

-0.1 

-0.3 

Numerical D--El 

Experimental J 

0.0 0.2 0.4 0.6 0.8 1.0 
Dimensionless Vertical Distance (x/H) 

Fig. 5. Comparison of code predictions to experimental 
results for the extent of stratification in the core 
region for RaL = 2.4x109

• 
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Horizontal Centerline (x/H = 0.5) Temperature Profile 

RaL = 4.7 x 10'0
, Tavg = 71.1°C, AT*= 44.4°C 

Dlmensionlesl! Horizontal Distance (y/L) 

Vertical Centerline (y/L = 0.5) Temperature Profile 

RaL = 4.7 x 1010 , Tavg = 71.1°C, AT*= 44.4°C 

0.3 

• ... 0.2 

= I! 
• I-
Q. <l 0.1 E-... ·-I- Cl > 
.. <ti 0.0 .. I-
Q> I 

- I-c_ 
~II -0.1 

Numerical c q, • Run 2a 13--El E c -0.2 Run 2b G--E> 
Experimental · l 

-0.3 

-0.4 _ __. _____ .__ __ .___..._ 

0.0 0.2 0.4 0.6 0.8 1.0 
Dimensionless Vertical Distance (x/H) 

Fig: 6. Comparison of code predictions to experimental 
results for the extent of stratification in the core 
region tor RaL = 4.7 x 106

• 

Experl- Numer-
Surface Temperatures 

Run RaL for 
mental lea I Numerical Simulations 

1 2.4 x 109 79 ± 12 105 Estimated from 
Experiment 

2a 

!4.7 x 10
10 !165±12 

168 Estimated from 
Experiment 

2b 201 Hot & Top Wall= TH 
Cold & Bottom Wall =Tc 

Table 1. Comparison of Hot Wall Nu4N" 

tion to the details of the (unmeasured) surface 
temperature distributions. 

A Full-Scale Experiment 
Natural convection was investigated by Ruberg 

[23] at the Massachusetts Institute of Technology in 
the full-sized test room shown schematically in Fig. 7. 
The conditions of this experiment correspond more 
closely to those in a real building. Heat was supplied 
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21.4 Ambient Air Temperature 

Room Air Temperature 40.6 

Heater Plate Temperature 64.7 

Plane of 
Observation, 

AA. 

Fo 

70.5 

105.1 

148.5 

Fig. 7. Schematic diagram of Ruberg's full-scale test (23] . 

to the test room by an electric resistance heater plate 
on the floor. A single-pc:1ne window was located on 
one wall of the enclosure. Though the window repre
sents only 2 percent of the envelope area of the test 
room, it dominated the thermal load; 22 percent of the 
total heat loss was measured to be through this sur
face. Steady-state conditions were maintained by 
controlling the temperature of the air outside the test 
room to within ± 0.2° C (0.4° F) of its average value. 
The construction was sufficiently airtight that the 
effects of infiltration could be ignored. 

The heater plate configuration was intended to 
represent a solar irradiated area on the floor; its rec
tangular shape and its size (1 .16 m2 (12.5 ft2) ] were 
well matched to those of the 1.12-m2 ( 12-ft2) window, 
and its heating capacity [448 W/m 2 (142 Btu/hrft2)] 

was selected to approximate solar radiation falling on 
a dark-colored floor with low thermal capacity at 
noon on a clear day at 40° N latitude. The parameters 
for this experiment were: 

A= 0.58, 
Pr= 0.71, and 
RaL = 5 x 1010• 

Convection observed in the test room was char
acteristic of the transition regime between laminar 
and turbulent flow. A schematic of the air flow pat
terns is shown in Fig. 8. Note the essentially three
dimensional character of the flow. 

Air temperatures were measured with a vertical 
array of 11 thermistors mounted on a motorized 
boom which traversed the test room in the meas
urement plane. The array had 20-cm (8-in.) vertical 
spacings in the center and 10-cm (4-in.) spacings 
near the ceiling and floor; data were recorded at 20-
cm (8-in.) horizontal intervals as the boom moved 
across the room. This resulted in a grid of 11 x 18 
temperature data points in the measurement plane 
which perpendicularly bisects the window and the 
heater surfaces (plane AA in Fig. 7). 
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Fig. 8. Schematic of air-flow patterns in Ruberg's experi
ment [23]. 

Temperature measurements were converted to 
isotherms separated by intervals of 5 percent of the 
maximum surface-temperature difference in the room. 
The isotherms were referenced to the mean tempera
ture of the room, indicated on Fig. 9 as 0.000. The 
three sets of isotherms represent data from three 
separate measurements of air tl",nperatures under 
identical conditions. From the ',otherms, the air flow 
patterns shown in Fig. 8 may :..,e discerned: the plume 
over the heater plate, a layE.r of warm air at the ceiling, 
a cool air current at t' .vindow and along the floor, 
and a somewhat iso+ c.:rmal area in the center of the 
room. For more details of this experiment, see Ref. 23. 

Data from this full-scale experiment were com
pared with the predictions from the three-dimensional 
version of the numerical code. The surface tempera
ture profiles us'ed in the analysis were estimated from 
the available data using a thermal balance technique. 
It is noted that the effects of radiation on the tempera
ture probes are expected to bias the measured air 
temperatures toward higher values by an unknown 
amount. This effect was not accounted for in the 
thermal balance. This bias also affects the compari
sons between the isotherms predicted by the numeri
cal scheme (Fig. 10) and the experimental results 
(Fig. 9). Also, as noted above, the observed flow was 
in the transition regime (between laminar and fully 
turbulent), but was simulated with a numerical code 
assuming laminar flow. In light of these limitations, 
the agreement is satisfactory. 

The validations described here have been per
formed with the available experimental data covering 
the range of interest of the important dimensionless 
parameters. The discrepancies between the predic
tions and the observations are thought to be under
stood, at least qualitatively. The computer program 
appears to simulate the convective flow correctly for 
RaL < 5 x 1010, The second phase of the ongoing 
small-scale experiment at LBL is expected to provide 
quantitatively a sound basis for further validation of 
the computer code at higher Rayleigh numbers. 

The computer program, in its present validated 
form, has been used to study the influence of natural 
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Fig. 9. Isotherms measured in Ruberg's experiment [23] . 
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Fig. 10. Isotherms predicted by three-dimensional numer
ical code. 
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convection on the thermal performance of a single 
room in a direct gain passive solar building. This is 
described in the next section. 

Convection Effects in Building 
Energy Analysis 

Most building energy analysis techniques, includ
ing the most sophisticated computer codes (BLAST*, 
DOE-2t, etc.) and other passive solar system analysis 
programs, make the simplifying assumptions that (1) 
the air temperatures throughout the volume of the 
individual zones in the structure are uniform, and (2) 
the convection heat transfer coefficients for the sur
faces of the building being analyzed are constants. 
These assumptions are largely consistent with the 
state of knowledge regarding convection at the time 
the codes:!: were developed. In a preliminary study 
[15). it was shown that convection coefficients at the 
surfaces of an enclosure are actually quite sensitive 
to the temperature distributions on the surfaces. To 
estimate the effects of this observation on the accu
racy of results from the programs, the convection 
code was used iteratively with BLAST to obtain self
consistent surface temperature distributions and 
convection coefficients.** 

The south-facing zone (S-zone in Fig. 11 b) of a 
multizone building was studied. The floor plan of the 
building is shown in Fig. 11 a. Figures 11 b and 11 c 
show the thermal zones used in the BLAST simula
tions. The building has been thoroughly described 
elsewhere [28]. This zone has dimensions of 3.7 m 
wide x 9.2 m long x 2.5 m high (12 ft x 30 ft x 8 ft). For 
the purpose of this study, the following modifications 
to the zone were made. The interior of the analyzed 
zone was made up of 14 surface segments. The two 
"end surfaces" (the east partition wall and the west 
exterior wall) measured 2.5 m x 3. 7 m (8 ft x 12 ft) 
and were very highly insulated. The other four major 
surfaces (ceiling, slab floor, gypsumboard north par
tition wall, and the south exterior wall) were each 

• BLAST (Building Loads Analysis and System Ther
modynamics) is copyrighted by the Construction 
Engineering Research Laboratory, U.S. Depart
ment of the Army, Champaign, Illinois. 

t DOE-2 is a public domain program. being devel
oped by the Division of Communities and Building 
Energy Systems, U.S. Department of Energy. 

:j: Some of the codes do utilize convection coeffi
cients for nonvertical surfaces which are sensitive 
to the direction of heat flow, but not to the magni
tude of the temperature difference between the 
room air and surface or to the possibly large effects 
induced by the differences in the temperatures of 
the different surfaces defining the zone. 

••The convection heat transfer coefficient· (CHTC) 
for a given surface is defined by the relation CHTC 
= qi d T where q = heat flux from the surface into 
the room air, d T = (average surface temperature) 
- (room air temperature). 
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Fig. 11a. Floor plan of test building . 

r------------------ ------~ , 

N-Zone 

S-Zone 

· j · ~ 0.5 m 
(1.5 ft) 

EE 
"": C\I 
C') 1:. 2' 

...,. 

' ~ E-Zone 
' E 

~ 
EE I'-

I'- C\I 
Ms 

I 
.. ~----9.2 m (30 ft)----:.,..:t:.i •r 

1.1 m 
(3.5 ft) 

.. ~-------15.0 m (49 ft} • ::0 1 ___________________ j~ 
L--
Fig. 11b . . Floor plan showing thermal zones for BLAST 

simulation. 
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Fig. 11c. Cross-section for BLAST simulation . 
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divided into three equal subsurfaces (see Fig. 12). 
The individual subsurfaces extended the full 9.2-m 
(30-ft) length of the zone. The middle section of the 
south wall was specified as 'double-pane window. 
Iterative analyses were performed for both the night
time (loss) and daytime (gain) modes for a selected 
winter design day. 

For each iterative sequence of calculations, BLAST 
was first used to calculate the surface temperatures 
of each subsurface defining the zone for each hour of 
the design day using the standard constant convec
tion coefficients. BLAST performs a full thermal bal
ance on all surfaces of the zone under study and the 
zone air. The surface thermal balance accounts for 
thermal radiation between zone surfaces; convection 
between zone air and each surface; conduction 
through each surface; and radiative gains from occu-
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Fig. 12. Convection coefficients (W/m2 ° C) between the 
room air and the interior subsurfaces of a single 
zone in a house. Steady state (daytime) heat gain 
mode. 

pants, lights, equipment, and transmitted solar energy. 
The thermal balance on the air accounts for convec
tive gains from surfaces, occupants, lights, and 
equipment and for controlled and uncontrolled venti
lation. For this study. the relevant output from BLAST 
was the distribution of temperatures of the subsur
faces defining the zone boundary. From the design 
day results, two hours were chosen for further analy
sis of convection: one hour at ni9 1-, c when the zone is 
in the loss mode and one hour ,JUring midday when 
the zone is in the solar gain rnode. 

Because of the zone a,,, . . T1etry and the distribution 
of the surface tempera . ,·es, the convective flow was 
expected to be two-dimensional. The subsurface 
temperatures calculated by BLAST were input to the 
two-dimensional convection code to simulate the 
details of the convection process and to calculate 
convection heat transfer coefficients for each subsur
face. These coefficients were then used as input to 
BLAST to obtain the new subsurface temperatures. 
These temperatures were again used as input to the 
convection code, and the entire procedure was iter
ated until self-consistent results were obtained. Sev
eral features of the iteration process should be noted 
here. 
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• At this time, the convection code cannot account 
for sources and/or sinks of thermal energy in the 
air volume under study. Therefore, the BLAST 
simulation did not include auxiliary heating 
and/or cooling of the zone in which the convec
tion was to be analyzed; the zone temperature 
was free-floating though adjacent zones were 
heated. This limitation led to the selection of an 
exterior dry-bulb temperature for the design day 
such that the zone air temperature would float 
near a typical daytime thermostat (nighttime 
thermostat setback) temperature. These tem
peratures are shown in Figs. 13 and 15. 

• During the loss mode (nighttime) iterations, the 
north partition wall, representing a warm stor
age wall, and properly accounting for the exis
tence of a conditioned zone to the north, was 
held at a constant temperature and was the 
primary heat source for the zone. During the 
gain mode (daytime), only the two subsurfaces 

. __ .......,_.....,, _ ___ _..,,,..--··--~-·--- --o~---

Gravity 

l. 
Scale 

t--------1 
1 Meter 

Fig. 13. Surface temperatures (°C) on the interior subsur
faces of a single zone in a house. Steady state 
(daytime) heat gain mode. 

of the slab floor closest to the north partition 
wall were irradiated by solar transmission 
through the south glazing. This configuration 
corresponds to midday conditions during the 
winter (solar altitude= 30°). These subsurfaces 
were the primary heat source for the zone, and 
their surface temperatures were held constant 
throughout the iteration process. Here, too, the 
effect of the adjacent conditional zones was 
properly accounted for by the BLAST analysis . 
The glass was also held at a constant surface 
temperature during the gain mode. 

• A design day with varying ambient temperatures 
and other environmental parameters was used 
initially to calculate the starting points for the 
iteration scheme, but during the iterations steady
state external conditions were assumed to ob
serve convergence more clearly. Since the 
BLAST simulations assumed no auxiliary heat
ing or cooling in the zone being analyzed, the 
exterior temperature was selected to ensure that 
reasonable comfort conditions were maintained 
in the zone with the specified constant surface 
temperatures described. 

The results of the detailed convection analysis are 
summarized in Figs. 12-15. The surface temperatures 
and convection coefficients obtained both with and 
without the iterative procedure using the convection 
code are shown in these figures. More detailed heat 
transfer data for the two modes are given in Tables 2 
and 3. In these tables, subsurfaces are numbered 
sequentially around-the zone; results for the thermal 
parameters for each subsurface appear in the table.- -
Case I refers to stand~md assumptions, and Case II 
refers to the values after the iterations. 

The convection coefficients are seen to change 
substantially from their standard assumed values for 
most of the surfaces. This is particularly true during 
the loss mode in which strong boundary-layer flows 
develop along both the warm north wall and the cold 
south window. During the gain mode, circulation 
induced by large, warm areas of the floor does not 
contain such strong boundary-layer flows. The bal
ance point air temperature (mean radiant tempera
ture) for the zone is observed to change by 0.51° C 
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Standard Building Energy Values Arter Iteration 
Analysis Assumptions With Convection Code 

QI Convective Total Convective Total u 
Heat Flux .! ... Heat Flux Heat Flux Heal Flux 

... QI 
::I .J:J Surface Convection From Zone From Zone Surface Convection From Zone From Zone 
"IE 
'§ ::I Subsurface Temp. Coellicienl To Surface To Surface Temp. Coellicient To Surface To Surface 

Surface I/) z Location oc W/m 2 °C W/m 2 W/m 2 oc W/m2 °C W/m2 W/m2 

South 1 Top 20.11 3.08 2.53 7.46 19.72 4.27 2.99 6.91 
Exterior 2 Middle/Window 11.22 3.08 29.91 83.87 10.06 1.97 20.41 77.18 
Wall 3 Bottom 20.11 3.0B 2.53 7.46 18.61 -1.79 -3.24 7.03 

Slab-On 4 South 20.89 4.04 0.16 0.57 20.39 7.18 0.22 0.28 
Grade 5 Middle 20.89 4.04 0.16 0.57 20.39 2.73 0.08 0.14 
Floor 6 North 20.89 4.04 0.16 0.57 20.39 1.64 0.05 0.11 

North 7 Bottom - 26.67 3.08 -17.68 -51 .91 26.67 2.47 -15.44 -52 .91 
Partition 8 Middle 26.67 3.08 -17.68 -51 .91 26.67 1.60 -10.02 -47.49 
Wail 9 Top 26.67 3.08 -17.68 -51.91 26.67 1.15 -7.20 -44.67 

Ceiling 10 North 20.56 0.95 0.35 2.67 20.17 8.90 2.22 3.55 
To 11 Middle 20.56 0.95 0.35 2.67 19.83 1.17 0.69 3.98 
Attic 12 South 20.56 0.95 0.35 2.67 19.83 0.85 0.50 3.79 

T AIR = 20.93 , T MAT = 20.96 TAIR = 20.42, T MAT = 20.40 

TA1R = Average Temperature of Air in the Zone, ° C TMRT =Mean Radiant Temperature in the Zone, °C 

Table 3. Convecuve Analysis of a Singie ·Zone, Loss Mode (Figs. 14 and 15) 

would be nearly twice as rapid as that from the top 
portions. Another interesting feature is the very large 
convection coefficient (8.9 W/m 2°C (1 .56 Btu/hr 
ft2° F)] for the portion of the cool ceiling directly 
warmed by the updraft from the warm north wall. 

. Since the ceiling was well insulated, the temperature 
difference between this portion of the ceiling and the 
room air was decreased (by about 50 percent) with 
only a negligible change in the heat loss to the attic. 

The results presented in Table 3 show that dur
ing the gain mode, the convective heat transfer from 
the floor to the air is reduced by about a factor of two 
when correct convection coefficients are used. This 
contributes to the observed lowering of the air tem
perature in the zone. Total heat transfer to the non il
luminated massive north partition wall is reduced by 
only approximately 20 percent. Also, losses from the 
south window are reduced by about 8 percent; this 
change is about equally split between reductions in 
convection and radiation. 

During both modes of operation, the portion of the 
south wall directly below the double-pane window 
encounters a downdraft of cold air that has lost heat 
through the window. This downdraft of air is actually 
colder than the interior surface of the bottom portion 
of the south wall (this surface ls warmed by radiative 
exchange with the other surfaces of the zone). Thus, 
although the bottom section of the south wall is actu
ally cooler .than the average room temperature, it 
deposits heat into the cold downdraft flowing across 
it. This has resulted in a negative convection coeffi
cient for this subsurface (the convection coefficients 
are defined with respect to the average room air 
tern peratu re). 

From a practical viewpoint, convection coeffi
cients and surface temperatures are of little real 
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interest except as they influence comfort levels and/or 
thermal load. Here, the building load is a quantity of 
fundamental interest. To estimate the effect on the 
thermal load of a change in any building parameter, 
the accepted "exact" method (i.e., coheating) is de
scribed as follows: The building temperature is main
tained at a constant level before and after the para
metric change by introducing a heat source/sink of 
appropriate magnitude. The difference between the 
heat supplied/removed by the source/sink in the two 
cases gives the effect of the parametric change on the 
building load (29]. 

Since the BLAST simulations described here did 
not include heat sources/sinks, a less exact method 
based on the balance point air temperature was used 
to estimate the effect of the changed convection coef
ficients on the zone load. This method was calculated 
(using a radiation balance technique) to be in error by 
less than 2 percent (with respect to the results of the 
"exact" coheating method) for the configuration 
under study. 

The zone under examination was simulated by 
BLAST with two different thermostat control profiles. 
The "base case" thermostat settings were (arbitrarily) 
set at 21.1°C (70° F) for daytime (gain mode) heating 
and 16.7°C (62° F) for nighttime (loss mode) heating. 
The base simulation assumed the same external 
weather cond itions as used in the iteration proce
dures for the two modes of operation. Iterations with 
the convection code had predicted changes in the 
balance point air temperatures of 1 .7°C (3° F) .and 
0.5° C (1° F) for the gain and loss modes respectively. 
The net effect of the balance point change would be 
to decrease the cooling load and/or increase the 
heating load. Therefore, during the second load cal
culation the second thermostat profile was set at 
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