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ABSTRACT 

Eight one-room test buildings, 20 ft (6.1 m) square and 7.5 ft (2.3 m) high, were constructed 
on a high desert site near Tesuque Pueblo, New Mexico, to study the influence of wall dynamic 
heat transfer cha racteristics on building heat ing energy requirements (the "thermal mass 
effect") . The buildings are nominally identical except for the walls (adobe, concrete and 
masonry unit, wood-frame, and log) and are constructed so as to isolate the effects of the 
walls . The amount of mass i n the wa ll s varies from 240 lb/ft 2 (1171 kg/m' 2) for the 2 ft 
{. 61 m) thick adobe wall t o 4. 3 lb/ft 2 (21 kg/m 2) for the insulated wood-frame wall. The roof, 
floor , and st em walls are all well i ns ulated and the buildings were constructed with infiltra­
tion rates less than 0.4 air change per hour. The site is instrumented to record building com­
ponent temperatures and heat fluxes, outside weather conditions, and heating energy use. Data 
were collected for two heating seasons from midwinter to late spring with the bui l di ngs in two 
configurations, with and without windows. 

Four computer codes were used to simulate the performance of the test 
buildings without windows, using site weather data. The codes used were 
DOE-2.lA, DOE-2.lC, BLAST, and DEROB. Each code was run by a different analyst. 
Simulations were done for midwinter , late winter, and spring. Two of the test 
cell comparisons are discussed; the insulated frame and an 11-in (.28 m) 
adobe. 

This work presents a quantitative and qualitative critical comparison of 
the modeling and experimental result~. Cumulative heating loads, wall heat 
fluxes, and air and surface temperatures are compared, as well as input assump­
tions to the models. Explanations of differences and difficulties encountered 
are reported. The principal findings were that cumulative heating loads and the 
characteristic influences of wal 1 thermal mass on hourly behavior were repro­
duced by the models. 

INTRODUCTION 

This pape r summarizes fi ve major work efforts : an experimental study and four computer 
model ing effort s·. The experi mental study, ca lled the Southwest Thermal Mass Study (SWTMS), 
was performed at Tesuque Pueblo, New Mexi co. Its purpose was to evaluate the effect of enve­
l ope t he rma l mass on the heati ng energy consumption of conventional (nonsolar) residential 
bu i ldi ngs. A parallel experiment, which also i ncluded cooling, was performed at the National 
Bureau of St andards. 

*Research sponsored by U.S. Department of Energy under contract No • . OE-ACOS-840R21400 with 
Martin Marietta Energy Systems, Inc., as part of the National Program for Building Thermal 
Envelope Systems and Materials. 
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The experimenta l work was pe r formed by the State of New Mexico's Energy Research and 
Development Institute at the University of New Mexico under subcontract with Oak Ridge Nati ona -, 
Labora t ory. The experimental design, results, and analysis are contained in a series of three 
reports (Gustinis and Robertson 1981; Gustinis and Robertson 1984; Robertson 1984). The work 
was done as part of the Department of Energy's Thermal Mass Program, which has as a major 
objective a reliable and accurate data and ana l ysis base, derived from experimental measure­
ments, that offers an opportunity for building owners to use mass more effectively (Courville 
and Christian 1983). 

The thermal mass field data will be used in the development and support of building energy 
use codes, in the development of simplified design tools, and in the validation of computer 
building simulation models, along with a host of other building research activities. At pre­
sent, the simplified predictive tools proposed for estimating the effect of mass are not at al ; 
agreed upon by some sectors of the building industry, in particular those that produce high 
mass products, such as concrete, masonry, logs, and adobe units, and those that provide light 
mass products, such as insulation. 

Credibility of the raw data was considered paramount. To enhance the quality and reliabi­
lity of the data beyond the execution of good experimental technique, four independent studies 
were initiated with the objective of performing consistency checks on the data . The primary 
foci were internal consistency of measured data and agreement of measured data with theory, as 
written into large main-frame building thermal models. No extensive attempt was made to vali­
date analysis, only the data. If the data are high quality, accurate, and scrutinized by many , 
the opportunity of conducting credible analysis of the effect of thermal mass, with the data as 
the foundation, greatly increases. 

The four modeling efforts discussed are: DOE-2.lA by Dr. Howard McLain et al. of Oak 
Ridge National Laboratory (ORNL) (1984); BLAST by Bill Carroll et al. of Lawrence Berkeley 
Laboratory (LBL) (undated); OEROB by Dr. Francisco Arumi-Noe of the University of Texas (1984) ; 
and OOE-2.lC by Bruce Birdsall of LBL (1985). The experimental work was performed in 1982 and 
1983; the modeling work was done in 1983 and 1984. This paper describes the experimental 
effort in some deta i l and then describes the different approaches used and the results obtained 
by each of the four modeling efforts. Despite the variation of approaches, cumulative predic­
tions of heating loads for one- to two-week periods were generally within 10% of the experim~n­
tal sums. The models tended to be more accurate in predicting the one-dimensional heat fl ow at 
the center of each wall. The computer models also support the conclusions of the experiment 
concerning the order of magnitude and mechanisms of operation of the thermal mass effect. 

THE SOUTHWEST THERMAL MASS STUDY 

The Southwest Thermal Mass Study is a research facility at Tesuque Pueblo, New Mexico, designed 
to address the effects of envelope thermal . mass on building energy performance in the sunny 
cl i mate of the .American Southwest. The study uses a tradi ti ona 1 materi a 1 , sun-dried adobe 
brick, as the primary material for study of mass effects. In addition to five adobe test 
buildings, there is a concrete masonry building, another of milled logs, and one of insulated 
wood-frame construction, providing eight fully-instrumented test buildings with walls of dif­
ferent thicknesses, densities, and thermal diffusivities. 

The test facility is located in a high desert valley at an altitude of 6330 ft (1930 m), 
at 35.8 degrees north latitude and 107.0 degrees west longitude, on Tesuque Pueblo land 9 mile ~ 
(15 km) north of Santa Fe, New Mexico. The winter climate is characterized by 5760 ±400, 
(65 F base temperature) (3200 ± 220 - SI, 18.3°C base temperature) heating degree days. 
Insolation is high: over 65% of the extraterrestrial solar radiation flux reaches the test 
site. The insolation during the day, combined with the clear night skies, produces typical 
diurnal air temperature swings of 27 to 36 F (15 to 20°C). Exterior surfaces of insulated 
walls exposed to the sun can experience diurnal temperature swings over 100 F (55°C) on 
windless days. Wind speeds at nearby Santa Fe average 12 mph (19 km/h) at 33 ft (10 m) 
height. 

The eight windowless test buildings were nearly identical in construction, except for 
their exterior wa 11 s. A picture of one of the test buildings is shown in Figure l. They are 
20 ft (5.1 m) square and 7.5 ft (2.3 m) high inside, except that the insulated wood-frame 
building is 20.7 ft (6.3 m) square with 8.0 ft (2.4 m) ceilings . The floors are 4 in (.10 m) 
concrete slab-on-grade, with 2.0 in (.05 m) of aluminum-faced polyisocyanurate or pol yurethane 
foam insulation placed over the concrete to insulate it from the interior. Concrete stem wa l ' 
reaching 2.0 ft (0.6 m) deep are insulated on both sides with 2.0 in (.05 m) of urethane foam -
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The stem walls vary in thickness with the walls they support. Flat roofs cover the buildings. 
They are supported by 2 x 12 (.04 m by .29 m) wood joists on 16 in (.41 m) centers, with spaces 
filled by glass fiber batt insulation. A polyethylene vapor and infiltration barrier and 
1/2 in (.01 m) gypsum board finish the ceiling. There are neither doors nor windows: a 
weatherproof roof entrance provides access. 

The heating plant in each building consi st s of three 5120 Btu/h (1500 W) electrical 
res i stance heaters controll ed by a t hermostat. Building air is mixed by a 290 ft 3/min 
(0.14 m3/s) fa n blowing downward th rough a cent rally located 2 ft2 (0.61 m2l destratification 
pl enum . The thermostat is l ocated wit hin the plenum, and heaters are dispersed around the ple­
num base , as shown i n Figure 1. 

The test building instrumentation consisted of each wall of each building being instru­
mented to measure surface and interior temperatures and interior surface heat flux. The roofs 
were of light construction, and identical, so interior and exterior roof surface temperatures 
were measured in one building only, to determine roof properties. During most of the year, 
floor slab temperatures were measured below the 2.0 in (.05 m) insulation for one building only 
and heat flows were calculated from the insulation R-value and imposed .temperature difference. 

Inside each test building, air temperatures were measured in the plenum near the ther­
mostat, at mid-height 1.0 ft (.31 m) from each wall, and 1.0 ft ( .31 m) from the floor and 
ceiling. A globe temperature was measured at midheight near the north wall. Measurements of 
outdoor air temperature, wind speed and direction, relative humidity, barometric pressure, 
sorar flux on a horizontal plane and on cardinally oriented ver:tical planes, direct-normal 
solar flux, and long-wave flux on a horizontal surface defined the outdoor conditions. Some 
ground temperature measurements were also taken. Measurements of solar absorptance of test 
building walls, test building infiltration rates, infrared imaging system scans of the 
buildings to check for inhomogeneities and construction flaws, and other tests were performed 
as necessary. 

Analysis of the experimental data consisted of checks for consistency in the data, quali­
tative observations on how the envelope thermal mass affects annual energy consumption, and 
estimation of the annual effect. The principal check for consistency was an energy balance for 
each building for selected five-day periods throughout the heating season. In most cases, the 
sums of measured heat loss were within 10% of the measured heating energy consumption (see 
Figures 2 and 3)·. 

It was found that the mass effect can save heating energy as follows. If heating is 
required continuously, the stored (and subsequently released) heat in the envelope mass has no 
effect on the building's heating load. That is, the average heating requirement is the same as 
that of a less massive building with the same insulating characteristics. This is what occurs 
in midwinter in northern New Mexico. However, when the interior temperature tends to float 
above the thermostat set point for part of the day (as in spring and fall in northern New 
Mexico), the ability of massive walls to-store and release heat on a diurnal basis reduces the 
building's heating energy consumption, in comparison with a less massive building with the same 
insulat i ng characteristics. In effect, the more massive building puts a more constant load on 
the building's heating plant. This reduces both the amount of temperature floating above the 
thermostat set point during the day and the heating load at night. 

Figure 4 is a plot of SWTMS data that shows how the SWTMS data has been analyzed. The 
ordinate is the heating load of a lightweight building (2 in x 4 in [.04 m x .09 m] 
wood-frame), and the abcissa is the heating load of a massive reference case (14-in [.36 m] 
adobe). Each point represents a five-day period, and the points are spread over a heating 
season. During colder weather, at the upper end of the curve, the lightweight building has a 
heating load proportional to the massive building. During warmer weather, at the lower end of 
the curve, however, the lightweight building has a higher heating load in proportion to the 
massive building. 

A plot similar to this , cal l ed the "signature" of the building, was produced for each test 
buildi ng. The si gnat ures can be used t o esti ma t e the annual mass effect, as follows. The 
signat ure is a cor re l at i on of a bui l ding• s heat i ng load with that of a massive reference 
buil di ng. The massive reference build i ng, it was found, represents the steady-state prediction 
us i ng average dat a, i n which average U-val ues and weekly average weather data are used. The 
heat i ng l oad of the reference building (the st eady-state prediction) can be calculated, and the 
heat i ng load of t he bu il di ng in questi on then can be calculated. 
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This experimentally derived methodology was applied to all test buildings for two heating 
seasons for two locations in New Mexico - Santa Fe, near the test site, and Las Cruces, a 
warmer location than the test site. It was found that the maximum effect for windowless test 
buildings on an annual basis for the lightweight building was on the order of 2% to 4%. The 
variation depended on the relative amount of moderate weather versus cold weather, with the 
warmer weather (e.g., warmer climate or less severe heating season) showing a greater effect. 

The maximum effect observed at the site after windows were added was around 5%. Using the 
predictive procedure described above, the maximum predicted effect for Las Cruces, with almost 
half the heating degree days as the site, was near 12% (Robertson 1984), although the absolute 
effects in terms of energy use were similar. 

THE MODELING EFFORT 

- Genera 1 Cons i derat i ans 

The four models used were DOE-2.lA, DOE-2.lC, BLAST, and DEROB. The DOE-2 computer 
programs use building construction and geometry data together with hourly weather data to pre­
dict the dynamic thermal behavior of the building (Mclain et al. 1984). One-dimensional heat 
flow is assumed for all building surfaces, as is the case for the other two models used. For 
the massive surfaces exposed to the atmosphere, the programs account for the delay of heat 
transfer by the use of response factors. {The response factor method describes the heat flow 
through a wall due to a unit temperature difference pulse between the wall surfaces.) The 
programs use the weighting factor method to calculate the heating loads in each zone of a 
building, assuming fixed zone temperatures. They then use the weighting factor method again to 
modify the loads calculated at the fixed zone temperatures to calculate the hourly zone tem­
peratures and the heating system energy output. 

Other than the specific input assumptions and data used, the handling of these two types 
of heat transfer (at the exterior walls and within the zone) are the two most important dif­
ferences between DOE-2 and the other computer models. The changes within DOE-2.1 between 
versions A and C do not change the results of modeling these test cells. However, the input 
files vary, primarily by selecting two different methods for modeling the thermostat behavior. 

The BLAST computer model also uses a response factor method to calculate heat transfer 
through exterior walls. However, the heat transfer within the interior of a building to the 
inside surface of an exterior wall is handled differently, using an explicit method. In this 
method, the path of heat flow from interior air to exterior air is assigned a series of nodes, 
each of which has a temperature at the beginning of the time increment (usually hourly)• An 
equation is written stating the conductive, convective, and radiative relationship 
between each directly communicating pair of nodes, as well as the heat storage at each node. 
All energy balance equations are then solved simultaneously to determine the new temperatures 
at the nodes at the end of the hour. 

The DEROB simulation model uses explicit, nodal energy balance methods to calculate the 
heat transfer at the wall and at the interior. 

All four models have the capability to output the values of key parameters on an interval 
{hourly) or cumulative basis. For this study, the important parameters were: interior air 
temperature, wall heat flux, and heating energy use. All three are important with respect to 
the effects of thermal mass. Interior air temperature floating is a critical factor in the 
"thermal mass effect." Wall heat flux reflects the presence or absence of dynamic thermal 
storage effects in exterior walls. And, of course, the "bottom line" was: how much energy 
savings from envelope thermal mass do the models predict, compared to the experimental data? 

A major portion of any modeling effort is to accurately characterize the actual physical 
situation of the building being modeled. This includes both driving parameters, such as 
weather, and the thermophysical properties of the structures. Figure 5 is a simplified schema­
tic representation of the heat loss of the test buildings. Temperature nodes are represented 
by dots and the letters "T," and the coupling between nodes {the thermal resistance to heat 
transfer) are represented by the electrical symbols for resistance and the letters "R." Heat 
gains are represented by the letters "Q." 

Heat is generated by the heating system at the plenum. It is then transferred, primarily 
through forced and natural convection, to the outer "zone" of the building. That outer zone 
communicates with the outside air through the walls, the roof, infiltration, and floor edge 

594 

... '/:.t -- .. ... . :: '.:• •' ' ~. ' • ' ' ,,, • ' ..:, ••. ~~ ••~\ •. '\ ' ' ' j •. • ' • • I ..... • ,, ' I • • ' ' '' 

. 



1 asses, as well as with the ground through center floor losses. Internal loads, in this case 
only fan energy in the heating system, are added directly to the plenum air or.the room air, 
and solar energy is added to the room space via the walls for these windowless units. 

It is the job of the modeler to accurately quantify each T, R, and Q. These are the i,nput 
data to the model. Table l gives the input assumptions for each of the four sets of models. 
Parameters 1 through 4 characterize the relationship between the plenum air temperature and the 
room air temperature and are the most widely varying set of parameters for the four models. 
They effectively characterize the "interzone R-value" between the two nodes. A major complica­
tion in modeling these small 20 ft (6 . 1 m) by 20 ft (6.1 m) test buildings is that the air tem­
perature is horizontally stratified. This is particularly true for the un insulated adobe 
buildings and more so in the winter periods than in the spring, as shown by Figure 6. 

It is clear from the variation in these model input assumptions that the relationship be­
tween the heating system and the room air is complex, even for such conceptually simple parame­
ters as room air temperature and thermostat setpoint. These input assumptions are perhaps the 
most important for successful modeling of these structures. 

Parameters 5 through 9 in Table 1 characterize the heat transfer of the walls. Varying 
assumptions were made for interior and exterior surface film coefficients, and the three wa ll 
material properties of surface-to-surface thermal resistance, density, and heat capacity. In 
adqition, all modelers assumed that the time lag of the flux response to the exterior sol-air 
pulse was as experimentally measured. A major difference was the characterizat i on of the adobe 
walls: OOE-2 was programmed to use the same values that were measured experimentally, but the 
other two models used a much smaller density, and DEROB used an adobe wall R-value 50% higher 
than the experimentally measured value. The OEROB simulations were run with two sets of ther­
mophysical values for adobe. The set reported on in thi s paper came from the DEROB wall 
library and produced unrehearsed outputs. The results shown are first attempts, not values 
obtained after calibration. A second set used t he thermophysical properties measured by 
Gustinis and Robertson, and the DEROB runs overpredicted the adobe heating load by about 35% 
(Arumi-Noe 1984). 

The remaining parameters shown in Table l complete the description of the thermal network. 
In most cases, the models had stmilar assumptions: the infiltration model was that derived 
experimentally; the weather data (primarily outside temperature and solar radiation) was actual 
site data; the internal loads were as measured; and the roof R-values were similar. The slab­
on-grade floors are perhaps the single building envelope element that we know l east about ther­
mally. More than in any other element, there is three-dimensional heat transfer, and there is 
thermal communication with the di~rnally varying outside air and surface ground, as well as the 
annually varying deep ground. The input parameter differences and output parameter comparisons 
are discussed f urther in the following section. 

Approach 

Each of the four modelers was asked to look for data consistency both internal ly and with 
outputs from mainframe building simulation models. The same building performance and site 
weather data bases were given to each, and no other modeling constraints were imposed. The 
four modelers used four different approaches. Three of the analysts chose t o simulate the test 
buildings using a single-zone model except for Arumi-Noe who input a two-concentric-zone model. 

DEROB. In Ar.umi-Noe's model, the inner zone represents the plenum, which is treated as a 
conditioned space. The outer zone represents the remainder of the test building and is coupled 
to the inner via natural and forced convection, as well as infrared radiation and conduction 
thro ugh the plywood walls of the plenum. The thermostat in the conditioned space was set at 
59.1 F (20.6°C). Whenever the plenum temperature went below this value, the heater comes on to 
bring the plenum temperature to the value. The outer zone temperature floats according to the 
energy balance controlling the unconditioned space. The horizontal temperature stratification 
followed naturally from the two-zone model. 

OOE-2.lA. Since the measured data strongly suggest horizontal temperature stratification, 
:Ind DOE-2.lA restricts .single zone models to having a uniform temperature, a multiple zone 
nodel was attempted at first to permit different temperatures within the test cell. The dif­
fi culty with this approach in DOE-2.1 was that the allocation of the air flowing from the 
ieaters. into the different zones and the exchange of heat between the different zones had to be 
~stimated by trial and error. Therefore, this technique was abandoned in favor of a single­
!one model in which the thermostat set point was modeled by a regression of the daily average 
1ir temperature near the walls with . the daily average heating energy use rate. 
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BLAST. An attempt to utilize the same methodology used in DOE-2.lA described above (that 
is, time-varying air temperatures measured near the cell walls as the interior control tem­
perature) was abandoned because this approach in BLAST yielded no reasonable results (Carroll 
et al. undated). 

This brought into questi on the accuracy of the a·i r-temperature measuring thermocouples 
near the wa lls and led to examination of the literature on experimental and theoretical work on 
turbulent natural convection that discusses the development of the thermal boundary layer for 
simple systems. Based on the assumption that the test cells behaved in a similar fashion as 
the simple test apparatus, which measures heat transfer in the w~ter layer confined by two 
horizontal plates, heated from below and cooled from above, it was concluded that: (1) The air 
is a un i form temperature and there is a region very close to the extern a 1 wa 11 in which the 
sudden changes in temperature occur (Carroll et al. undated). This region is called thermal 
boundary layer. (2) The zonal air temperatures were measured one foot away from the walls, 
which lies in the well-mixed region (uniform temperature region) and is outside the thermal 
boundary layer fo r simple syst ems under the turbulent natural convection flow conditions 
(Carroll et al. undated). In the experimental data, the air temperature measurements vary con­
siderably; therefore, the measurements are believed by the BLAST modelers to be in error and 
are ignored. 

The measured hourly plenum temperatures averaged over each simulation period were used as 
the thermostat control temperature in all BLAST simulations. The floating range was kept to 
0.02 F (O.Oll°C) and the thermostat set point varied for each of the three simulated periods to 
coincide with the different measured averages. 

DOE-2.lC. The modeling approach selected by Bruce Birdsall of LBL, using DOE-2.lC, was 
to use a single zone with a constant setpoint of 64 F (17.8°C) (the lowest observed space 
temperature), combined with a throttling range of +5 F (2.78°C) . It was felt that the reason 
for the discrepancy between the measured space temperature one foot away from the external 
walls and the pl en um temperature was primarily due to thermostat droop and conforms with the 
regression equation used by Mclain in DOE-2.lA. 

Specific Parameters 

Wall Interior - Surface Film Coefficient. DOE-2.1 uses a constant 1.47 Btu/h •ft i,; 
(8.35 W/h•m2· 0 C} heat trans fer coefficient, which includes 0.8 Btu/h •ft 2-F (4.54 W/h 'ffi 2•0 C) for 
the radiation coefficient of the wa 11 s. BLAST uses a constant 0.54 Btu/h •ft 2 -F 
(3.07 W/h•m2•°C) for the convective component and calculates the radiative fraction based on 
other surface temperatures seen by each wall. DEROB calculates the heat transfer coefficient 
on both sides of the wall each hour. The values depend on the surface temperatures, air velo­
city, air temperature, and surface tilt angle. 

Wall Exterior - Surface Film Coefficient. BLAST and DOE-2.l both use a simple algorithm 
to ca l cul ate the exterior surf ace heat transfer coefficient as a function of wind speed. For 
example, at 10 mph, the value is 4.2 Btu/h •ft 2.F (23.8 W/h 'ffi2•0 C). 

Surface-to-Surface R-Value. The DOE-2.1 and BLAST runs both used conductivity values 
measured experimentally for both the frame and adobe test cells, although there were some smal l 
differences as shown in Table 1. The major difference is that the DEROB runs used a wall R­
va 1 ue about soi 1 arger than the experimenta 11 y determined va 1 ue of around 2 h •ft 2 .f /Btu 
(0.35 h•m 2 ·°C/W). Additional DEROB runs using the same conductivity values used. in DOE-2.1 and 
BLAST produced loads 35% above measured values. 

Wall Density. All the thermophysical wall proferties were measured except specific heat. 
DOE-2.l used the experimentally measured 117 lb/ft (1874 kg/m3). ·· BLAST and DEROB both used 
the l ower values of 80 and 90 (1281 and 1441 kg/m 3), respectively. An adobe block left over 
from the test cell construction that had been sitting in an office in New Mexico for four years 
was reweighted at 112 lb/ft3 (1800 kg/m3). 

Other. There are several other minor input differences as listed in Table 1. Mclain 
using-imr:2.1A and Arumi-Noe using DEROB both used the experimentally derived infiltration 
algorithm, whereas BLAST and DOE-2.lC were run with an available algorithm that approximates 
the infiltration calculation recommended by the experimenters. 

The floor and roof R-values all ~aried slightly, but because of the extensive insulation 
levels in these two components, the effect of the input differences is likely to be very 
srna 11 • 
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COMPARISON OF EXPERIMENTAL AND MODELING RESULTS 

The hourly heating load, interior temperature, and wall heat flux were compared for three 
measuring periods, as well as the cumulative heating load for four- to twelve-day periods. 

By asking the modelers to examine detailed hourly output parameters (loads, temperatures, 
and fluxes), a grid of cross-checks evolved. These were thought to reduce the likelihood of 
two or more offsetting errors resulting in small cumulative heating load differences between 
measurements and model predictions, which might be interpreted as consistency. 

Cumulative Heatinq Loads 

Figure 7 shows the cumulative heating load comparisons of the four modeling efforts for 
three periods of time: midwinter (Jan. 12-20, 1982), late winter (Feb. 28-1'1arch 10, 1982), and 
spring (May .25-June 5, 1982) for two test buildings (an 11 in [27.9 cm] adobe, and a 2 in. 
x 4 in [3.8 cm x 8.9 cm] insulated wood-frame). For each period, the measured value is shown 
along with the relative performance of BLAST, DOE-2.lA, DOE-2.lC, and DEROB. In order to make 
the comparison on an absolute basis, the differences were normalized to account for small dif­
ferences in the comparison period. 

The intention is not to compare models but to look for inconsistencies in measured data. 
fh·e models seem to predict about 103 above measured loads for the massive cell and 103 below 
what was measured for the frame cell. The percentage differences between model and measured 
are placed above each bar in Figures 8 and 9. The modelers thus seem to predict loads equally 
well for the two buildings. Note that this is consistent with the energy balances of the two 
buildings in Figures 2 and 3. The percentage errors in the spring are large compared to the 
winter periods; however, the absolute values are more than an order of magnitude smaller than 
those in the winter period. The cone l us ion of a 11 four ana 1 yst s are that the heating 1 oad 
measurements are reproducible within the most likely experimental measuring error. 

Interior Temperatures 

Each of the analysts compared interior temperatures differently. They all plotted hourly 
measurements vs. predicted to determine whether the overall behavior of the measurements and 
model outputs tracked each other. From there they based their quantitative analysis on dif­
ferent measurements and used different statistical parameters. 

Mclain, using DOE-2.1, chose to use identity plots and then determined correlation coef­
ficients for measured vs. predicted interior air temperature as shown in Figure 8. The least 
squares comparison of measured and predicted building interior air temperatures (mid-plane 
average near the wallY produced correlation coefficients for the massive cell of 0.76, 0.84, 
and 0.91 for the midwinter, late winter, and spring periods. For the frame cell, the same 
values are 0.89, 0.92, and 0.97. The horizontal temperature stratification is greater in the 
colder weather periods in the massive building; this apparently gives DOE-2.lA more difficulty 
in predicting the interior air temperatures under the modeling assumptions used to simulate the 
heater operation. 

Carroll, using BLAST, compared mean interior surface temperatures of all four walls. The 
average difference for the massive building is 0.3 F (0.17°C), 0.5 F (0.28°C), and 3.1 F 
(l.71°C) for the midwinter, late winter and spring; for the frame building, the corresponding 
values are 0.8 F (0.44°C), 0.5 F (0.28°C), and -0.7 F (0.39°C). Except for the massive 
building in the spring season, BLAST predicts the surface temperatures well within the measure­
ment accuracy. 

Birdsall, using DOE-2.lC, had not made any cumulative statistical comparison; however, he 
did supply a few hourly comparison plots, which suggest that DOE-2.lC does adequately model the 
springtime floating behavior in both the frame and massive buildings, as shown in Figure 9. 

Arumi-Noe, using DEROB, concludes that the horizontal stratification was very likely a 
correct observation (Arumi-Noe 1984). In the massive cell, the external zone in the DEROB 
model is consistently lower than the plenum temperature; this is the same as in the 
measured data. However, the DEROB values are consistently about 2 F (l.ll°C) lower than the 
experimental values. For the insulated stud wall DEROB predicts the cell air temperature 
Within 0.5 F (0.28°C). 
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Three of the modelers were able to reproduce average interior temperatures measured at 
mid-plane one foot from the four external walls. Since the BLAST model was set up with 
constant air temperature of around 69 F (l0.6°C) and a very tight floating range, the average 
air temperature was not compared with the measured data because of the belief that they were i: 
error. 

Wall Heat Flux 

The least squares correlation coefficients of the DOE-2.lA average hourly heat flux pre­
dictions and measurements for the massive building are 0.87, 0.93, and 0.84 for the midwinter, 
late winter, and spring measuring periods, respectively. For the insulated frame, the correla 
tion coefficients for measured vs. OOE-2.lA heat flux predictions are 0.95, 0.98, and 0.9. Th 
analysts believe the prediction of heat flux in the frame cell is better than in the adobe 
structure with low R-value walls because the model uses a constant interior film coefficient, 
which, in reality, varies, therefore creating a larger error in walls with less overall therma 
resistance. A second contributing factor to the difficulty in predicting heat flux is the 
variability of the interior air temperature, which results in varying complex convective loops 
over time. However, this analysis of the heat flux data did not indicate any basic discrepan­
cies in the data. 

Carroll, using BLAST, compared cumulative heat flux values for each one- to two-week test 
period. The percent differences between measured and predicted for the massive cell are 18.9% , 
18.6%, and -132.7%, respectively, for midwinter, late winter, and spring, and for the frame 
cell the same values are 33%, 30.2%, and -168.6%. It is the belief of the authors that the 
overprediction of the heat flux in part is due to the fact that a too-high interior air tem­
perature at the walls was assumed in the model. 

Effect of Envelooe Thermal Mass 

One of the major results of the experimental data and analysis is that the measured ther­
mal mass effect, reflected in annual energy use, is 2% to 4% less than a frame, windowless test 
house with the same R-value. This conclusion was checked using DOE-2.lB by predicting the tes~ 
cell behavior on an annual basis. For this comparison between a frame and adobe cell, the 
adobe cell was insulated on the exterior to the same thermal resistance of 10.16 h •ft 2~/Btu· 
( 1. 79 m2 ·°C/W) measured on the frame cell. One air change per hour was assumed and 
Albuquerque, New Mexico, typical meterological year (TMY) weather data were used. Results of 
these simulations are summarized in Table 2. The column titled "Change from Frame" reflects 
the thermal mass effect, showing a 5.2% annual effect. 

A second experimentally observed phenomenon supported by Table 2 is that the prediction of 
the thermal mass effect by the model appears in the transition months, not during periods when 
no floating occurs in the frame building as illustrated by the performance in January. 

CONCLUSIONS 

Despite the problematical thermal behavior within these test buildings and input differenc~s 
between models, comparison of the cumulative measured versus model predictions of loads 
generally falls within ±10% for one- to two-week periods. Consistency checks of cumulative 
load comparisons were made simultaneously with hourly comparisons of measured versus predicted 
hourly heat flux, air temperature and loads. Multiple model output parameter comparisons with 
measured data provide a matrix of cross-checks that tend to flush out offsetting errors that 
could lead to the illusion that the models accurately track building thermal behavior. 

The simple 20 ft (6.1 m) by 20 ft (6.1 m) test cells with no windows, no doors, and well­
insulated roof and floors are not simple to model. The principal reason is that the lack of 
detailed measurements on distribution of plenum air and natural convection within the test 
buildings creates uncertainty in how to best model the interior conditions. A second uncer­
tainty surfaced due to the one-dimensional heat flow constraint in most commonly used mainframe 
building simulation computer models. One-dimensional heat flow covers most of the major heat 
paths in typical building envelopes, but not edge losses. These 20 ft (6.1 m) by 20 ft (6.1 m) 
by 8 ft (1.4 m) test cells have an edge-length-to-floor-area ratio twice that of a conventiona: 
1500 ft 2 residence. A third problem arising in these test buildings, designed to highlight the 
effect of exterior envelope thermal mass, is caused by the relative importance of film coef­
ficients in low R-value walls. The inside and outside film coefficients, although experimen­
tally measured to some extent, vary continuously and are difficult to model. 
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The highest correlation coefficients (0.85 to 0.90) occurred when comparing measured to 
predicted hourly values for wall heat flux. This suggests that the dynamic one-dimensional 
heat flow through massive and frame wall envelope components can be accurately modeled. The 
hourly heat loads and interior temperatures are more sensitive to the heat flows that were not 
as accurate 1 y characterized in the mode 1 , such as interior airflows and edge 1 asses. The 
finding supports modelers' claims that their models are reasonable for relative comparisons 
that mask uncertainties but are not necessarily suitable for absolute annual load predictions. 

The experimental results suggest that the maximum benefit of exterior thermal mass in the 
sWTMS test cells is 2% to 4% annual heating energy savings, despite the location of the test 
site, which tends to accentuate the effect: high insolation, large ambient temperature fluc­
tuations, heavily insulated ceilings and floors, and lqw R-value walls. This finding suggests 
that the dominant impact of mass is not due to the conduction time lag of heat flux nor heat 
flux amplitude reduction through opaque walls; rather, it is the interior coupling with the 
inside space resulting in daytime heat storage and evening heat rejection back into the space. 
This is supported by the modeling sensitivity studies, which show cons iderably larger energy 
savings of mass placed on the inside of insulation compared to outside . 

The fundamental experimental observation that an exterior envelope mass has an influence 
during those periods when the outside air temperature swings above and below the building 
balance temperature in one diurnal cycle is supported by the models. The observation that mass 
has no influence on daily energy use during the very cold periods when some heating is needed 
eac~ hour is also confirmed by the computer models. 
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O> 
0 
0 

Parameter 

1. II Zones 

2. Condftfonfng of 
zones near walls 

3, Inside afr T 

4. Thermostat set pofnt 
interfor control temp 

5. Wall interior surface 
film coefficient 
(Btu/h•ft 2•F) 

TABLE 1 

Model Input Assumptions 

DOE-2A BLAST 

1 1 

100% of plenum air 100% of plenum air 

Uniform: Avg. of Uniform: plenum T 
air temp. near walls 

Based on regression Plenum temp 

.54+ xb 

6. Wall exerior surface 1.80 + 0.244* (W.S.) 1.8 +.244* (W.S.) 
ff lm coefficient 
(Btu/h•ft2•f) 

Bl 19. c 
7. Surface-to-surface 1.99 1.93 

wall R 7 10.16 9.78 
(h•ft 2•F/Btu 
(final runs) 

Bldg. c 
8. Wall density 

(LBM/CF) 
(final runs) 

1 117 80 
17.216 " 

9. Wall Cp 
(Btu/ LBM •F) 
(final runs) 

7 14.6 

Bl ~g .C 
0.22 

7 0.22 
.22 
.238 

• I 
r 

DEROB DOE-2C 

2 1 

Unconditioned, 100% of plenum air 
coupled with plenum 

NonunHorm: 

Constant 69.l in 
zone 1 

d 

d 

3.08 
11.2 

90 
15.2 

0.24 
.27 

Uniform: Avg. of 
afr temp. near walls 

64 F deadband 
+5° throttling range 

1.47 ( .s)a 

1.8 t .244* (W.S.) 

1.99 
10.16 

117 
14.6 

.22 

.22 



O> 
0 .... 

Parameter 

10. Infiltration model 

11. Weather data 

12. Internal loads 

13. Roof R (h·ft 2 •F/Btu) 

14. Floor ctr. loss 
R (h•ft 2 •F/Btu) 

15. Ground T for floor 
ctr. loss (F) 

DOE-2A 

Ex per. 
Derived 

Actual site 

Exper. measured 

30.31 

15.35 

Exper. measured 

16. Floor edge losses Not included 

17. Wall solar absorpti vit y .78 

TABLE 1 Continued 

BLAST 

Approx. ex per. 
Derived 

Actual site 

Exper. measured 

33.17 

14.4 

Exper. measured 

Not included 

.78 

DER OB 

Ex per. 
Oeri ved 

Actual site 

Exper. measured 

33.43 

12.25 

Exper. measured 

Not included 

.78 

DOE-2C 

Approx. exper. 
Derived 

Actual site 

Exper. measured 

30 .31 

15.35 

Exp. measured 

Not included 

.78 

a0.8 Btu/h•ft 2 •F is the radiative component of the lumped radiation and convection film coefficient of 1.47 
in OOE-2 .1. 

bBLAST uses a constant .54 Btu/h •ft 2 ·F for the convective coefficient and calculates each hour the radiative 
film coefficient. 

cl =adobe; 7 =wood-frame. 

dDEROB calculates heat transfer coefficient each hour. 



TABLE 2 

DOE-2.1 Comparison of Insulated SWTMS Test Buildings: 
1 Air Change per Hour Infiltration 

Albuquerque TMY Weather (Mclain et al. 1984) 

Insulated Frame Insulated Adobe 
Change 

Load Tave % Hours Load Tave % Hours from Frame 
Month (10 6 Btu) (F) Floating ( 10 6 Btu) ( F) Floating (10 6 Btu) (%) 

J 2.392 69.14 0.0 2.392 69.14 o.o o.ooo a.a 

F 1.933 69.19 2.8 1.926 69.15 o.o 0.003 a.2 

M 1.638 69.48 10.5 1.638 69.18 0.5 0.000 a.a 
-. -

A a.811 7a.24 30.6 a. 711 69.25 7.4 -o.1oa -12.3 

M 0.261 74.76 69.6 0.147 73. 28 73 .a -0.144 -43.7 

J o.a28 78.85 91.5 a.aao 77 .30 lao.o -0.028 -100.0 

J o.oao 84. 77 100.0 o.oao 84.55 100.0 

A 0.000 82.08 99.7 o.ooo 82.24 100.0 

s o.a60 75. 72 85.8 o.ooa 75.93 100.a -0.060 -100.0 

a 0.522 72.07 49.7 0.317 70.3a 53.2 -0.2a5 -39.3 

N 1.428 69.32 8.6 1.383 69.19 o.o -0.045 -3.2 

D 2.242 69.15 0.5 2.2a8 69.15 o.a -0.034 -1.5 

Annual 11.313 46.1 10.730 44.8 -0. 583 -5.2 

602 



290 CFM FAN 

TKERMOSTAT' 
PLENUM 

EU:CT. !!EATE 
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Figure 2. Energy balance for adobe test building 
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Figure 5 . Schematic of building heat loss 
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Discussion 

;. PROSKIN, Unies Ltd., Winnipeg, Manitoba, Canada: I would like to comment on your 
Jbservation of thermal. stratification in the test buildings. Based on similar experiences 
•ith actual houses, I believe that stratification (horizontal and vertical) is a major factor 
.i.i determining actual heat losses in many types of buildings. Our experiences in trying to 
'simulate annual loads using the HOTCAN energy analysis p~ogram has shown that the program has 
.a tendency to overpredict, often badly, in poorly insulated houses and those with poor heat 
.distribution systems. Either situation calf produce stratification. · In effect, the "surface 
film" on the inside of the envelope may be, from a thermal perspective, several feet thick and 
not a fraction of an inch as assl.lllled. Casual observations of actual temperature profiles in 
such houses tend to confirm such a theory. 
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Fig. 8 Variation of local Nusselt number with local Rayleigh number 
at various heights (l/L) for the constrained cavity 

velocities in a region immediately below the shear layer. The 
constraining flap has caused a significam reduction i.n the 
momentum of che exiting flow, with a decrease in the 
maximum e>dting velocity from u/ur = .130 to u/ur = .073 for 
the low Rayleigh number case and from u/u, = .J 16 to 
u/ur = 0.5 for the high Rayleigh number case. 

The constrained profiles show similar trends to those found 
in the unconstrained profiles for che high and low Rayleigh 
number cases. That is, for the high Rayleigh number case, 
most of the incoming flow occurred between YI Y = .036 and 
YI Y = .230. Velocities below this region were unresolvable by 
the LDV and appeared to be slightly negative, or to fluctuate 
about zero. Notice that incegration of the velocity profile at 
any aperture plane is meaningless because of the three­
dimensional characteristics of the flow. 

For the low Rayleigh number case, small incoming 
velocities of u/ur = .002 LO .003 were measured from y/ Y = .3 
down to y/Y= .95. This requires a significant amount of 
exiting now LO be present at other planes in the cavity width to 
satisfy continuiry, again pointing out the three-dimensional 
aspects bf the flow. Note that the low Rayleigh number un­
constrained cavity flow also demonstrated incoming velocities 
in the lower aperture region, and this effet does not appear to 
be as strong for the high Rayleigh number flows. 

A complex velocity profile can be observed in Fig. 7(b). The 
upper portion corresponds to the hot boundary layer flow that 
penetrated the thermocline and moves a.long the top wall. The 
lower portion i.s characteristic of the shear layer, which is felt 
even close to the hot plate. A similar inflection in the velocity 
at y I Y = .27 5 was observed at x IX= . 7 5, which indicates a 
horizontal entraining velocity from the aperature to the 
heated plate. Furthermore, flow visualization outside of the 
cavity showed that the incoming velocity was also traveling 
following a horizontal trajectory. As indicated, there is 
evidence of movement throughout the entire cavity with some 
small regions remaining almost stagnanL. This has an effect in 
the heat transfer coefficient as will be discussed next . 

4.2.2 The Nusselt Number. The local Nusselt numbers 
are plotted on Fig. 8 as a function of the local Rayleigh 
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number. The results except near the top are·almost identical to 
those of the unconstrained case. The total heat nux to the 
vertical wall was measured for the constrained and un­
constrained apertures for four different wall temperarures. 
The results indicated a reduction of about 10 percent in the 
constrained case . This reduction i.s surprisingly small and 
could be attributed to the high Pr of the Ouid. The slopes of 
the Nusselt numbers are also almost identical to those of Fig. 
5. 

ll is expected that the heat transfer will be further reduced 
using smaller and/or off-centered apertures. However, this 
reduction will be limited because of the ability of the boun­
dary layer flow (due to its large momentum) to penerrate and 
disrupt the thermocline. 
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