No. 2569

# EXPERIMENTAL AND NUMERICAL-STUDY OF AIR MOVEMENT IN SLOT-VENTILATED ENCLOSURES 

DR. MICHAEL B. TIMMONS, P.E.

DR. LOUIS D. ALBRIGHT<br>Associate Member ASHRAE

DR. RONALD B. FURRY

DR. KENNETH E. TORRANCE


#### Abstract

Air flow patterns were studied for rectangular enclosures ventilated by a planar jet issuing from a slotted inlet. Experiments showed that: 1. Flow patterns are independent of Reynolds number above a threshold value (approx. 3,800); 2. The coanda effect and attachment length of the jet are affected by inlet and outlet diameter, length of flow, and distance to the nearest wall; 3. Some geometries result in bistable flows.

In order to explain the experiments and obtain predictive relations thereof, a numerical model was developed. Using the assumption of inviscidness, a functional relationship between vorticity and stream function was established to express the vorticity equation as a Poisson Equation, $\nabla^{2} \psi=f(\psi)$.

The experimental findings and established jet theory for turbulent jets were the basis for determining the functional relations. Comparisons between experimental and numerical results showed the model can be used to predict flow patterns and velocity fields in slot-ventilated enclosures.


## INTRODUCTION

The importance of ventilation is most evident when the ventilation system is malfunctioning. Excessive levels of heat, cold, air movement, or noxious gases within ventilation enclosures for humans or animals usually identify a malfunctioning ventilation system. A less than optimum enviromment in the ventilation enclosure leads directly to a less efficient performance by the occupants. Often the problem can be directly traced to the air distribution system. Although there are handbooks for designing the supply system and the required amount of fresh air (ASAE Yearbook [1] and the ASHRAE Handbook [2]) the engineer/architect usually resorts to rule-ofthumb methods to design the distribution system. What is needed is a simple tool to aid designers to predict air flow patterns and velocities within an enclosure prior to installation of the ventilation system.

The inherent difficulty in developing a predictive method has been the complexity of che problem itself - a turbulent fluid flow. Predictive methods to date have required solution of the full Navier-Stokes Equations with some form of statistical decomposition used to account for the randomess of the turbulent motion. The origins of such methods lie with Reynolds [3], Taylor [4] and Von Karman [5]. The advent and rapid development of the digital computer has allowed the original analytical methods to be axpanded (Launder and Spalding [6] and Lumley [7]).
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air. This assumption is based on the premise that under such a condition, a amal amount of condensation occurring over a brief cold period will be either evaporated or sublimated during warm periods, thereby precluding an accumulation of moisture on the-underside-of the roof sheathing.
_....It is difficult to include the effect of storage of moisture on the underside roof surface in a time-dependent model because relations for the transient diffusional flow of water vapor through the cefling and other surfaces of the attic have not yet been formulated in the ifterature.

A strong need exists to verify experimentally the mathematical model and to investigate the effect of storage of moisture on the required attic ventilation rates.
G.H. GREEN, Prof., Univ. of Sask., Saskatoon, Sask.: What was the relative humidity of both the humidified house and the non-humidified house?

BURCH: The indoor relative humidity levels used for the analysis are given in Table 6 of the paper. The relative humidity levels without humidification are based on values for an average house given in Fig. 5 of Chapter 20 of the ASHRAE HANDBOOR OF FUNDAMENTALS. ${ }^{4}$ Values for a humidified house are based on the limiting indoor relative humidity for double-pane glass given in Table 1 of Chapter 5 of the ASHRAE EQUIPMENT HANDBOOK. ${ }^{13}$

GREEN: Photographic evidence of frost buildup in attics shows much of the frost accumulation is in the insulation above the openings at light fixtures, etc. Please comment since your model only considers frost accumulation on the roof.

BURCH: I believe that condensation will occur at the coldest surfaces of an attic. Radiation exchange between a roof and a clear winter aight sky substantially reduces the exterior surface temperature of a roof. Under a still air condition, the reduction in surface temperature below the outdoor air temperature can be as much as 20 F . Under such a situation, it would seem that the underside roof surface would be the coldest part of an attic and would therefore be the part most susceptable to condensation.

DAVID T. HARRJE, Sr. Resch. Engr., Center for Energy \& Envir. Studies, Princetor Univ., Princeton, $N J:$ The fraction of exfiltration air moving through the attic based upon our studies in wood-frame houses in the Northeast is at least equal to your estimate of $20 \%$. Thus, we view the $20 \%$ value as a reasonable estimate.
E.A. SCOTT, Commercial/Industrial Mgr., Mcgraw-Edison, Phoenix, AZ: Has, or will, a committee address the attic ventilation rates applicable when evaporative cooling is vented through the attic space? Other considerations include: air change rates, condensation potential, temperature barrier effectiveness.

BURCE: The present paper does not cover the application of evaporative cooling vented through an attic spare.


- -However, such methods are becoming fncreasingly complicated and therefore do not address in a : practical manner what the designer's primary interest is: flow patterns and velocities to be lexpected within a ventilated enclosure.


## OBJECTIVES

(a) Develop a simple, numerical model capable of predicting the flow patterns and velocities in slot-ventilated enclosures, and
(b) Evaluate the model by direct comparison to experimental results.

## EXPERIMENTAL INVESTIGATION

Numerical simulation and predictions based upon models which have not been tested against experimental data are not useful. Therefore, the numerical model was compared to data obtained from a physical prototype. In designing the physical prototype, one goal was established to guide its design: the prototype should be simple in geometry and flow characteristics and still retain physical simplicity.

Further design considerations were mandated by the requirement that the flow remain turbulent. Parczewski [8] and Reinmann [9] have both shown that for turbulent flows: (1) flow patterns are independent of changes in the Reynolds Numbers, and (2) where equal fluid velocities are established in model and prototype, identical velocities should exist at scaled locations in the model and protorype. Such an attribute of turbulent flow allows data obtained from an experimental model to be directly applicable to other enclosures of similar geometry.

## Experimental Equipment

A wind tunnel was constructed with the test section representing a ventilated enclosure. The geometry of the test section could be varied and a damper on the ventilating fan allowed Reynolds numbers* to be changed.

An abrupt inlet contraction plenum was installed which changed the inlet area from 900 mm x 1500 mm to $50 \mathrm{~mm} \times 1000 \mathrm{~mm}$ to minimize the turbulence level where the jet first entered the test section. Lumley [10] showed that turbulence intensity decreases by the square of the contraction ratio ( $c^{2}$ ) for fluctuations aligned with the tunnel axis, and by the square root, $c^{1 / 2}$, for fluctuations normal to the tunnel axis, where $c$ is the contraction ratio. Six layers of window screening, 0.3 mm wire diameter and $3 \times 2$ strands per $\mathrm{cm}^{2}$, were placed at the beginning of the contraction to reduce further turbulence present in the laboratory. Dryden and Shubauer [11] give predictive relationship for turbulence reduction due to the installation of filtering screens:

$$
\begin{equation*}
\text { reduction factor }=1 . /(I+k)^{1 / 2} \tag{1}
\end{equation*}
$$

Variables are defined in the list of symbols.
A 2-dimensional jet at the inlet was obtained for the test section using a 20 to 1 slot length to width ratio which was found by Foerthmann [12] to produce a 2-dimensional jet. Using a chamber depth of 1000 mm required the slot width to be 50 mm or less. The chamber's dimensions were established as: depth, 1000 mm ; cross section, $500 \mathrm{~mm} \times 1000 \mathrm{~mm}$; inlet slot width, 50 mm ; and outlet slot width, 100 m. A false end wall containing the slotted outlet was used to vary the flow length. The inlet plenum was movable, which allowed different inlet placements.

A fan was selected that would supply therrequired flow rates to maintain the range of Reynolds numbers to be used for the study. For instance, a Reynolds Number of 5,500 required a flow rate of $0.055 \mathrm{~m}^{3 / \mathrm{s}}$.

The exhaust plenum retained the cross-sectional area and shape of the outlet ( $100 \times 1,000$ mm ) for the first 500 mm downstream to minimize any effect the exhaust plenum would have on the internal flow of the chamber. The wind tunnel with entrance and exhaust plenums is shown in Fig. 1.

The plane of the photograph is the " $z$ " coordinate, and air flow through the tunnel is in the $x$ direction. The 2 -dimensional flow in the test section is considered to be in the xy plane. (See Fig, 6.)

Air flow patterns were made visible using a Sage Action, Model 33 bubble generator and a-150 W Xenon arc lamp to provide a plane of light (approx. 80 mm thick) to illuminate bubbles such that a photograph could be obtained to show the 2 -dimensional flow inside the chamber. The bubbles were introduced at the rear of the inlet contraction downstream from the filtering screens. The neutrally buoyant bubbles were produced at a rate of approx. $400 / \mathrm{sec}$ and were approx. 3 mm in diameter.

Mean velocities, converted from rms voltage recordings, were obtained with a hot wire anemometer. The probe tip used was a metal clad sensor. The tip was calibrated and the voltage output linearized for the range of velocities expected in the experiments.

The wind tunnel was designed to provide a 2 -dimensional flow in the test section. Inlet and outlet velocity transverses plus photographs of the air flow patterns were taken at the $1 / 4,1 / 2$ and $3 / 4^{*}$ planes of the test section. Velocity profiles were within a $2 \%$ variation among the planes and Inspection of the photographs did not reveal any significant differences between the planes (see T1mmons [13] for photographs).

Unforeseen effects of the laboratory or geometric idlosyacrasies of the wind tunnel were investigated by locating the inlet slot in mirror symmetric locations. Inspection of the subsequent flow patterns did not reveal any significant difference. It was concluded that the chamber was constructed to be capable of providing consistent results to which predictions of the numerical model could be compared.

Independence of flow patterns to changes in Reynolds number above a threshold IImit was also established. Inspection of Fig. 2 demonstrates that no significant differences occur in the flow patterns, flow separation or jet attachment for the three Reynolds uumbers studied: 3800, -5500, and 11,000. It was, therefore, concluded that the flow patterns obtained above a threshold Reynolds Number of 3,800 were independent of the Reynolds Number.

## NUMERICAL MODEL

The numerical model developed in this paper is a kinematic relationship, the vorticity equation

$$
\begin{equation*}
\nabla^{2} \Psi=-\omega \tag{2}
\end{equation*}
$$

in which the dynamics of the fluid flow are modelled. The primary assumption used in the model is inviscidness, such that the vorticity transport equation for a 2 -dimensional flow (Roche. [14])

$$
\begin{equation*}
\frac{D \omega}{D t}=\nu \nabla^{2} \omega \tag{3}
\end{equation*}
$$

can simply be written as a material derivative.

$$
\begin{equation*}
\frac{D \omega}{D t}=0 \tag{4}
\end{equation*}
$$

As a result of the inviscid assumption, vorticity can be neither created nor destroyed throughout the fluid. The vorticity, or vortex lines, are said to move with the fluid, which is equivalent to maintaining the values of vorticity constant along streamlines. Similarly, a constant value of stream function, $\Psi$, also corresponds to a streamline. Therefore, it follows that a value $\Psi$ also corresponds to a streamine. Therefore it follows that a value $\psi$ uniquely establishes a value of vorticity. That is,

$$
\begin{equation*}
\omega \equiv f(\psi) \tag{5}
\end{equation*}
$$

as a result Eq 2 may be rewritten as

$$
\begin{equation*}
\nabla^{2} \psi=f(\psi) \tag{6}
\end{equation*}
$$

[^0]Some confusion may result from referring to the model as an inviscid model. The model development is based upon relationships derived from jet theory for jet entrainment, jet expanston, and jet vorticity. All of these phenomena are obviously affected by or occur partly or wholly due to viscosity. However, the essential idea of the model is to determine the relationship between vorticity and stream function and use the vorticity equation, Eq 2 , to predict the fluid flow.

Since an inviscid model does not destroy or create vorticity, fn effect the model attempts only to determine how the vorticity which enters the flow from the inlet is redistributed. Therefore, it is only the effects of the vorticity introduced at the inlet which were modelled. Vorticity which is produced by flow separation caused by obstructions within the enclosure must be separately modelled, since all surfaces are assumed to be perfect slip walls due to inviscidness.

## Formulation of the Numerical Model

The development of the numerical model can be summarized as the determination of the functional relationship between vorticity and stream function as shown in Eq 5. The model development follows the scheme given below and will be followed by its formulation:

1. The maximum vorticity in the jet is calculated from
(a) the data of Abramovich [15] to estimate jet centerline velocity, $u_{j e t}$,
(b) a kinematic relation to estimate tangential velocity of the eddy, $u_{e}$, and
(c) divergence data for free jets (Abramovich [15] to estimate the average mixing layer thickness, $\Delta y$;
2. The vorticity profile is calculated from the velocity profile for a free jet as given by Albertson [16];
3. The vorticity in the standing eddies is determined by relating the tangential velocity of the eddies to the vorticity profile of a free jet;
4. Vorticity is expressed as a function of stream function:

Maximum Vorticity in the Jet. The vorticity in a 2-dimensional fiow is (Sabersky [17])

$$
\begin{equation*}
\omega=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial \bar{y}} \tag{7}
\end{equation*}
$$

In a free jet, Eq 7 can be approximated as follows:

$$
\begin{equation*}
\omega_{j e t}=\frac{\partial u}{\partial y} \cong \frac{\Delta u}{\Delta y}=\frac{u_{j e t}-u_{e}}{b} \tag{8}
\end{equation*}
$$

If $\Delta u$ and $\Delta y$ can be obtained in Eq 8, the maximum vorticity of the jet may also be approximated.
If $\Delta y$ is defined as the distance $b$ from the centerline to the outside edge of the jet, it it follows that $\Delta u$ is the difference between the velocity at the centerline, ujet, and the velocity at the edge of the jet, which is the tangential velocity of the standing eddy above or below the jet. Obviously if there are no standing eddies, the velocities at the edges of the jet are zero.

The velocity at the centerline of the jet is a function of the distance the jet has traveled. A general approximation used in the model is that for variables which vary with the distance traveled, (e.g., width of the jet or velpcities in the jet) the average value for the variable from the inlet to the outlet will be used everywhere along the jet's length. For example, the centerline jet velocity is calculated as the average of the velocity at $x=0$, and $x=$ L. Abramovich (Ref.15, $p$. 509) presents a graph showing the variation of jet velocity with distance. His data were used to estimate jet decay.

The second component of $\Delta u$ is the maximum tangential velocity of the standing eddy above or below the jet. Maximum tangential velocity of a standing eddy is

$$
\begin{equation*}
u_{e}=u_{j e t}(1-\sigma) \tag{9}
\end{equation*}
$$

Appendix-A gives the proof. For cases in which the tangential velocity is different in the two addies, the average tangential velocity is used in calculating Du. Using the average tangential velocity to estimate vorticity in the jet results in equal magnitudes of the vorticity above and below the centerline of the jet.

The calculation of $\Delta y$ assumes that the enclosure walls will not affect the spread of the jet. Abramovich [15] presents divergence angIes fori jets as 9 deg and $12 \mathrm{deg}, 30 \mathrm{~min}$. for the initial and main regions of the jets. There is also a region of transition between the initial and main region of the jet flow. In this paper it is assumed that the length of the transition region is zero. Again, this approximation is not critical to the development of the model since the estimate of the half width of the jet does not significantly change if a transition region is included.

Abramovich [15] estimates the length of the initial region of the jet, $X_{H}$, as between 3 to 4-1/2 inlet diameters depending upon the characteristics of the inlet profile. The average mixing layer thickness, $\Delta y$, can then be estimated as $1 / 2$ of the mixing layer thickness at $X=L *$.

$$
\begin{equation*}
\Delta y=1 / 2 b=1 / 2\left\{x_{H} \tan 9^{\circ}+\left(\mathrm{L}-\mathrm{X}_{\mathrm{H}}\right) \tan 12^{\circ} 30^{\prime}+\mathrm{b}_{\mathrm{o}}\right\} \tag{10}
\end{equation*}
$$

Vorticity Profile of a Free Jet. Since vorticity is to be made a function of $\psi$ across the entire flow (i.e., across and beyond the edges of the $j e t$ ), an algebraic relationship is needed to make vorticity a function of $y$ ( $y$ is later expressed in terms of $\psi$ ). With such a relationship, a value of vorticity may be assigned for any stream function value. The vorticity profile is obtained by differentiating the velocity profile for a free jet and imposing the calculated vorticity levels of the standing eddies on the vorticity profile of a free jet (see Fig. 3).

Abramovich (Ref 15, p. 180) gives the following equation for the velocity profile in the main region of a free jet

$$
\begin{equation*}
\frac{\Delta V}{\Delta V_{m}}=\left\{1-(y)^{1.5}\right\}^{2} \tag{11}
\end{equation*}
$$

where $y$ in this instance is made dimensionless based on the local $1 / 2$ width of the jet, $b$. The origin for $y$ is the centerline of the $j e t$ and is positive in the gravitational direction (opposite from normal convention). Eq 11 agrees well with profiles measured in free jets by Foerthmann [12] and Albertson [16]. The $\Delta V$ in Eq 11 accounts for possible non-zero values of the velocities of external streams at the edges of the jet.

A vorticity profile of a free jet can be obtained by differentiating Eq 11 with respect to $y$, resulting in a profile with a maximum magnitude of 1.42 . The preceeding profile is divided by 1.42 to give a profile such that the maximum vorticity becomes unity.

$$
\begin{equation*}
\omega(y)=\left\{\left(-3 y^{0.5}+3 y^{2}\right) / 1.42\right\} \quad \omega_{\text {jet }} \tag{I2}
\end{equation*}
$$

The vorticity profile given by Eq 12 (a maximum vorticity of one) can then be used to provide the vorticity profile of a jet in which the maximum vorticity is defined by Eq 8.

For an enclosed flow, the vorticity profile, Eq 11 is complicated by the presence of rotational flow above and below the jet where fluid is entrained and recirculated in the enclosure. These rotating areas, known as standing eddies, have a uniform level of vorticity (Squire [18]). The umerical model is formed assuming that the values of vorticity in the standing eddfes are imposed upon the vorticity profile of the free jet. The vorticity profile is approximated in the model by straight lines between the break points of the vorticity profile and the vorticity values in the standing eddies (see Fig. 3). The method of assigning values of vorticities in standing eddies must next be estimated.

Magnitude of Vorticity in Standing Eddies. The key to the development of the entire numerical model was the manner in which the vorticity was assigned to the standing eddies. The method developed used the tangential velocity of the standing eddy(s) found from Eq 9 to establish the $y$ value, $y_{e}$, on the dfmensionless velocity profile for a free jet, Eq 11 , and then substituting $y_{e}$ into $E q{ }^{e}$ 12. The resulting vorticity value is multiplied by the maximum jet vorticity to give

[^1]the uniform value of vorticity, $\omega_{e}$, in the standing eddies. The steps to determine $\omega_{e}$ are restated for convenfence:

1. Eq 11 is used to calculate $y_{e}$, letting $\Delta V$ be the tangential velocity of the eddies, $u$;
2. $y_{e}$ is substituted into Eq 12 to calculate $\omega_{e}$;
3. Since Eq 12 is for a maximum vorticity of unity, $\omega_{e} 1 s$ adjusted based upon the maxdmum

Expressing Vorticity as a Function of Stream Function. Since the objective of the model development is to solve the vorticity equation in Poisson's form, Eq 6, the vorticity profile for the jet and standing eddies must be expressed as a function of $\psi$ and not $y$. While the jet edges are always defined by $\pm 1$, the $\psi$ values increase from their normal values* of one and zero to values above one and less than zero due to fluid entainment into the jet. The mass flow in the jet as a function of $X$ can be determined from an entrainment relation as given by Albertson [16]:

$$
\begin{equation*}
\frac{Q}{Q_{0}}=1 .+0.080 \frac{X}{2 b_{0}} \tag{13}
\end{equation*}
$$

Remembering that flow in a fet is also defined by $\Delta \psi$ from the top to the bottom of the jet, the average amount of fluid entrained into the jet from $X=0$ to $L$ is (using Eq 13 at $X=L$ )

$$
\begin{equation*}
\overline{\Delta \psi}=1 / 2 \Delta \psi=1 / 2 \Delta Q=1 / 2 \quad\left\{\left(Q_{0}+0.080 \frac{L}{2 b_{0}} Q_{0}\right)-Q_{0}\right\} \tag{14}
\end{equation*}
$$

Finally, the average stream function values from $X=0$ to $L$ at the jet edges, assuming equal entrainment into the top and bottom of the jet, are

$$
\begin{equation*}
\psi_{\text {jet }}=0.5-\left(0.5+\frac{\overline{\Delta \psi}}{2}\right)_{y} \tag{15}
\end{equation*}
$$

From Fig 3, it is seen that 5 values of stream function are needed to describe the distribution of vorticity. The 5 points are determined as follows:

1. Vorticity maxima are found by differentiating the vorticity profile with respect to y and setting the result to zero. The results are maximum at $y=+0.4$;
2. The centerline of the jet is defined by $y=0$;
3. The $y$ values for the points at which the eddy vorticity foins the free profile of vorticity are determined from Eq 11.

Substituting these 5 values of $y$ separately into Eq 15 allows the profile for vorticity to be obtained, which is used in the numerical model. An approximation is made in Eq 15 by assuming uniform flow in the jet. That is, $\psi$ varies linearly with $y$. A correction could be applied to Eq 15 to account for nonunform jet flow between $y_{1}$ and $y_{5}$.

## Numerical Method and Computational Scheme

A relationship has now been established between vorticity and the stream function so that the vorticity equation can be solved in the form shown in Eq 6 where $f$ is now known. Eq 6 may be solved iteratively using a Successive Over Relaxation scheme, which is thoroughly discussed by Roache [14]. Sweeps through the field are alternated in the y direction, but always in the increasing $x$ direction. After each iteration of the field, the vorticity at each grid point is updated based upon the newly calculated stream function value at the point. The calculation is considered to have converged when the change in stream function at the centerpoint of the calculation ( $x$ equal to $L / 2$ and $y$ equal to $H / 2$ ) is less than a prescribed tolerance, $\varepsilon$. For the calculations in this paper, $\varepsilon$ was set at 0.005 . Convergence checks for the model using uniform grids of $11 \times 11,21 \times 21$, and $31 \times 31 * *$ were also performed which showed a grid spacing of $21 \times 21$ to be more than adequate for resolution of the vorticity equation.

[^2]The choice of initial conditions was also shown not to influence the convergent solutions. Preliminary models which established vorticity levels based solely on fet shear-layer thickness suffered the common characteristic of predicting flow fields which were dependent upon the initial choices of stream function values for the numerical field. However, the numerical model presented herein was shown to-predict the same-numerical field regardless of the fnitial choice of stream function field (see Timmons [13] for numerical results and a complete discussion). The key attribute of the successful model was that the vorticity distribution was related to the entire dimensionless fet profiles of velocity and vorticity.

A practical advantage of the numerical model* is its simplicity; only the vorticity equation is needed to describe the flow. As a result, the computation time required for a solution on a digital computer is fairly short when compared to the computation times required to solve the full (or decomposed) Navier Stokes equation. The computation times for the numerical model presented in this paper using an IBM $370-168$ were in the 15 to 30 sec range for a $21 \times 21$ mesh and a convergence criterion of 0.0005 .

## NUMERICAL AND EXPERIMENTAL RESULTS

The adequacy of the numerical model was established by comparison to experimental results for flow patterns and velocity fields. A direct comparison between predfcted and measured flow patterns and velocity traverses is given in Fig. 4 and Fig. 5 for the geometry specified in Table 1 as Test 1. Fig. 6 depicts the geometric variables for specifying the enclosure test conditions. The steam function plot, Fig. 4, was obtained from the numerical fields given in Table 2. The streamlines are actually bands about a prescribed value of the stream function. All plots divide the maximum range of $\psi$ into 10 divisions. The plot routine also was written to change symbol plots whenever the $\psi$ changed sign or increased above $\psi=1.0$. In this manner the edges of the jet mass core can be more easily identified in the plots. However, to determine the edges of the mass core accurately, the $\psi$ fields should be consulted.

Comparison of the predicted and photographed flow patterns shown in Fig. 4 show very close agreement in such features as the large dominant eddy above the jet and the attachment of the jet to the lower wall. Predicted velocities** were extracted from the stream function field by using forward difference approximations for $u$ and $v$ (see Roache [14]):

$$
\begin{align*}
& u_{i, j+1 / 2}=\frac{\partial \psi}{\partial y}=\frac{\psi_{1, j+1}-\psi_{1,1}}{\Delta y}  \tag{16}\\
& v_{i+1 / 2, j}=-\frac{\partial \psi}{\partial x}=\frac{\psi_{k, j}-\psi_{i+1, j}}{\Delta x} \tag{17}
\end{align*}
$$

The direct comparison of recorded and predicted velocities shown in Fig. 5 again shows reasonably close agreement. Discrepancies near solid walls will be discussed later.

## Attachment Lengths and the Coanda Effect

The investigation and development of predictive relations of jet attachment have been previously investigated by Borque and Newman [19] and Sawyer [20]. Using the relation developed by Borque, an attachment length, $\ell_{r}$, of 240 mm is predicted for the geometry of Test 1 shown in Table 1. The actual attachment length measured in Test 1 was 280 mm and the flow field obtained from the numerical model shows an attachment length of 310 mm (interpolated from stream function field). The geometry was changed from Test 1 such that the inlet was located in the center of the inlet wall resulting in an attachment length of $480 \mathrm{~mm} \pm 40 \mathrm{~mm}$ (jet attachment point fluctuates). The relations derived experimentally by Borque and Newman predicts 506 ma. -The experimental agreement with the results of Borque help to establish confidence in the chamber constructed for the present study, and the results obtained using it. The first comparisan between the measured and predicted attachment length for Test 1 is also quite good considering the simplicity of the numerical model used.

The results obtained by Borque and Sawyer were from a flow with an unrestricted outlet, i.e., $D_{2}=H$. Therefore it is questionable whether the predictive equations for jet attachment length developed by Borque and Sawyer are directly applicable to enclosed flows with a restricted outlet. The question was solved by experiments in which the geometry of Test 1

[^3](with inlet in two locations, i.e., $b_{1}=100$ m or 225 mm ) was altered by moving the outlet wall towards the inlet wall, thereby shortening $L$. It was found that the coanda effect disappears when the predicted attachment length, $\ell$, is approximarely equal to $L$ as shown in the photographs of Fig. 7.

The numerical model was also shown to predict the same effect by using the geometries give in Table 1 as Test 2 and Test 3. The only difference between the two tests is that the lengrh of flow, L, was increased from 500 mm to 1000 um. The numerical results are shown in figure 8 and the stream function fields are given in Tables 3 and 4. Inspection shows that the attachmen length has decreased from 200 m in Test 2 to approximately 0 mm in Test 3, which is the same type of effect shown in the photographs of Figure 8.

If the inlet is placed in the center of the wall for the geometry of Test 1 ( $B_{1}$ changed to 225 mm ), a bistable flow condition results in that the jet will attach to either the top or bottom wall. The numerical model was shown to be able to predict the same phenomenon if the vorticity in one of the standing eddies is increased or decreased by 5 to $10 \%$. The perturbed level of eddy vorticity caused the jet to move away from the stronger eddy and attach to the opposite wall (if the $D_{1}$ to $L$ ratio is small enough to allow the coanda effect to be present).

## DISCUSSION

The development of the numerical model depended upon the assumption that the flows considered were inviscid. It is known that the viscous effects are inversely proportional to the Reynolds number (Tennekes (21)). Since turbulent flows require minimum Reynolds numbers of two to four thousand, the inviscid approximation is justiffed. However, in boundary layers near walls, the viscous effects are significant and, therefore, the inviscid approximation breaks down leading to errors in velocity predictions.

A comparison between the predicted and measured velocities for Test 1 shown in Figure 5 did reveal that the velocity predictions were in general too high near the solid walls. The error is primarily due to the inviscid approximation which allows free or perfect slip at the walls. Furthermore, the approximation of constant vorticity in the large recirculating eddy imposes solid body rotation for the eddy motion. Solid body rotation, i.e., the angular velocity is constant, requires the tangential velocity to increase linearly with the radius of the body as is predicted for the eddy. However, the close agreement shown between predicted and photographed flow patterns shown in Figure 4 suggests that errors in velocity predictions near the walls do not affect the accuracy of predicting flow patterns.

## Vorticity Equilibrium of Standing Eddies

Part of the development of the numerical model was based upon the hypothesis that the equilibrium vorticity levels in the standing eddies are defined by the tangential velocities of the eddies. This hypothesis is supported by the accuracy of the results, and was developed primarily from experimental observation. Bubble traces clearly indicated that the dominant transfer of vorticity occurs across the mixing layers of the jet, especially during the initial period after the fan is turned on and the jet is initiated. It is believed though, that the final equilibrium levels of vorticity in the eddies are dictated by; the magnitude of the vorticity transported by the masses of fluid which are shed from the jet and recirculated into the standing eddies. The velocity of the masses of fluid which are recirculated may be estimated in a first approximation as being the tangential velocity of the individual eddy. The tangential velocity can be used to infer the vorticity of the recirculated masses by using Eqs. 9 and 12. This method, which is related to the dymamics of the fluid motion, was the only method found twhich could be consistently applied to a variety of geometric conditions, and still give reasonable predictions of flow patterns and jet deflection (coanda effect).

## Capabilities and Limitations

The numerical model has been shown to predict flow patterns which agree to a large extent with the flow patterns observed experimentally for the geometries considered in this study. The model was shown to be able to predict the coanda effect and to be conststent in its predictions of increasing or decreasing attachment lengths, $I_{r}$, by changing the liengths of the enclosure, $L$.

A limited set of geometries were simulated, however, and the question naturally arises as to the overall applicability of the model. More specifically, in all the geometries considered, the ratio of ( $L / D_{f}$ ) was always relatively small compared to what can occur in some ventilated structures. As ( $L / D_{1}$ ) increases, the jet velocity (physically speaking) continues to decay and spread, thus, weakening the vorticity. Eventually the velocity fluctuations due to turbulence become of comparable order to the jet velocitien, which effectively ends the region of jet flow. The flow in such enclosures might be expected to contain one very large but weak eddy and have an identifiable jet in part of the flow. Alternately, the enclosure could show an area of potential flow beyond the location where the jet is said to have dissipated.

In the numerical model, regardless of the $D_{1} / L$ ratio, a finite value of jet vorticity will exist. As a result the model will predict a flow pattern showing jet flow to the outlet with a large recirculating area above or below the jet. If the jet vorticity is made equal to zero, a potential flow pattern is predicted with no flow separation at the inlet. Thus, the behavior of the numerical model can be compared to fluid flows that are close to being inviscid, yet reveal flow patterns completely different from what a theoretical solution assuming inviscidness would suggest (see Tani [22]).

The only formal restriction on the use of the model developed in this paper is a Reynolds Number criterion. It was shown that above a given Reynolds Number, the flow patterns within the enclosure are independent of further increases in Reynolds Number. A Reynolds Number of 3,800 based on inlet jet velocity and slot width was found adequate to assure flow pattern independence to Reynolds Numbers. Therefore, in a slot-ventilated enclosure, a minimum Reynolds Number of 3,800 is also required if the model developed in this paper is to be applicable. Typical inlet velocities in slot ventilated barns are of order $5 \mathrm{~m} / \mathrm{s}$ which would in turn require the slot width to be greater than 8 mm (using $v$ as $10^{-5} \mathrm{~m}^{2} / \mathrm{s}$ ). Common slot widths in agricultural buildings are 20 mm to 100 mm , which would 1 mply that the model could be used to predict the air flow patterns in such buildings. Similar reasoning can be applied to other ventilated. enclosures to determine the applicability of the method.

Finally, let it be restated that the model developed in this paper predices flow patterns as the result of vorticity production at the inlet. For enclosures that have no internal obstructions, the agreement between predicted and observed flow patterns suggests that flow patterns are mainly a result of the vorticity produced in the inlet. If the inclusion of obstructions is desired, it is possible that the approach applied in this paper may also be used to model the vorticity production at the obstruction and its effect on the enclosure flow patterns. At least it is worthy of further pursuit. The alternative is to use the full dynamic equations and accept the associated computational complexity of such a set of equations.

## CONCLUSIONS

From experfmental observation, it was found:

1. The coanda effect and attachment length are functions of inlet and outlet diameter, length of flow, and distance to the nearest wall;
2. The inlet located in the middle of the inlet wall results in bi-stable flows when $D_{1} / L$ is small enough to permit attachment;
3. Flow patterns are independent of Reynolds number above a threshold value (approx. 3,800). Conclusions based on evaluations of the numerical results obtained from the numerical model are:
4. A simple numerical (inviscid) model can be used to predict flow patterns and velocity fields for flows in which the vorticity is produced primarily at the inlet; however, the inviscid approximation does lead to errors in velocity predictions near fixed walls;
5. The vorticity produced along the walls (other than at the inlet) has a small effect upon the internal flow patterns;
6. A $21 \times 21 \mathrm{grid}$ is adequate to describe the flow region for the numerical model;
7. Small perturbations (10\%) in eddy vorticity cause a jet to deflect from an unstable location;
8. Initial conditions do not affect the flow patterns predicted;
9. The predicted attachment length is a function of inlet diameter and length of flow.

Results from the mumerical model, a kinematic relation, suggests that the following additional conclusions can be made concerning the dynamics of the flow:

1. Vorticity in a standing eddy is constant and uniform;
2. The maximum tangential velocity of the standing eddies dictates the magnitude of the vorticity in the standing eddies;
3. The use of the average magnitude of the maximum jet vorticity along the entire length is reasonable based upon comparison of predicted and photographed flow patterns.

## APPENDIX A

The tangential velocity of a standing eddy, $u_{e}$, is related to the velocity of the jet by applying the circulation theorem (Sabersky [17]).

$$
\begin{equation*}
\phi u \mathrm{~d} s=\iint \omega \cdot d A \tag{A. 1}
\end{equation*}
$$

Applying Eq A. 1 to the geometry depicted by Fig. A-1, first to the inner core

$$
\begin{equation*}
2 u_{e} \pi r=\omega A=\omega \pi r^{2} \tag{A. 2}
\end{equation*}
$$

Now, apply Eq A. 1 to the outer cylinder

$$
\begin{equation*}
u_{j e t}(I-\sigma) 2 \pi r=\left\{\omega_{j e t}(I-\sigma)+\sigma\left(\omega_{e}\right)\right\}\left(\pi r^{2}-\pi r^{\prime 2}\right)+\pi r^{2} \omega_{e} \tag{A. 3}
\end{equation*}
$$

If a thin boundary layer is assumed, 5 approaches $r^{\prime}$, and Eq A. 3 reduces to

$$
\begin{equation*}
u_{j e t}(1-\sigma) 2 \pi r=\pi r^{2} \omega_{e} \tag{A. 4}
\end{equation*}
$$

Simplifying Eq A. 4

$$
\begin{equation*}
2 u_{\text {fet }}(I-\sigma)=\omega_{e} \tag{A. 5}
\end{equation*}
$$

If Eq A. 2 is divided by Eq A.5, the needed relationship is obtained

$$
\begin{equation*}
\frac{u_{e}}{u_{j e t}}=(1-\sigma) \tag{A. 6}
\end{equation*}
$$

## NOMENCLATURE

$B_{1}$ distance from bottom of inlet to bottom wall
$B_{2}$ distance from bottom of outlet to bottom wall
b mixing layer thickness between jet and standing eddy (used to calculate jet vorticity in numerical model)
c contraction ratio
$D_{1}$ inlet width
$\mathrm{D}_{2}$ outlet width
H heigh of chamber
$k$ number of filtering screens
L length of chamber
$1_{r}$ distance for fet to attach to a wall
Q mass flow rate in jet
mass flow rate through chamber

```
radius of core (solid body) in rotation
    time
    velocity in x direction
    maximum tangential velocity in a standing eddy
    u jet velocity of jet at centerline ( }y=0\mathrm{ )
    V tangential velocity of a solid body in rotation
    v velocity in y direction
    X (H length of initial region of a free jet
    ye value of y corresponding to ue in jet velocity profile
    z depth of chamber, z dimension
```

    Greek Symbols
    \(\alpha_{1}\) angle at which jet diverges in initial region
    \(\alpha_{2}\) angle at which jet diverges in main region
    \(\sigma_{0}\) thickness of jet boundary layer at \(\mathrm{x}=0\)
    \(\Delta u\) velocity difference between centerline of \(j e t\) and standing eddy
    \(\Delta V\) velocity difference in a free jet profile
    \(\Delta V_{\text {m }}\) maximum velocity difference in free jet profile
    \(v\) kinematic viscosity
    \(\sigma\) ratio of the fixed length to the perimeter of a standing eddy
    \(\psi \quad\) Stokes stream function
    \(\psi_{n} \quad\) defines break points in vorticity distribution \(n=1\) to 5
    ( vorticity
    \(\omega_{\text {jet }}\) maximum magnitude of vorticity in a free jet profile
    Subscripts
B bottom ${ }^{-}$
e refers to standing eddy
jet refers to jet
o value of a variableat $x=0$
T
top
$x$ value of a variable at location $x$
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TABLE 2 (cont'd.)0.0000 .0100 .0660 .1730 .3340 .5330 .7500 .9621 .1591 .3391 .5011 .6561 .7941 .9192 .9332 .1352 .2272 .3092 .3822 .4472 .502 2.5502 .5882 .6182 .6382 .6502 .6512 .6422 .6222 .5912 .5772 .4892 .4162 .3252 .2162 .0851 .9301 .7471 .5341 .2861 .000

 $2.5112 .5532 .5862 . E 102.6242 .6272 .5212 .6032 .5732 .5392 .4732 .4012 .3122 .2052 .0751 .9221 .741105301 .2841 .000$



 0.000-0.016 0.011 c.c.e2 $0.2000 .3610 .550 \quad 0.7490 .9381 .1111 .2691 .4111 .5421 .6621 .7711 .8731 .9662 .0531 .21342 .207$



$\qquad$ $0.000-0.028-9.015000400 .1360 .2750 .4490 .6280 .81100 .9791 .1321 .2701 .3961 .5111 .6171 .7171 .8101 .8981 .9802 .057$  30 c 2.1082 .1662 .02750 .0190 .1050 .2300 .3870 .5610 .7380 .9041 .0531 .1881 .3111 .4231 .5271 .6251 .7171 .8061 .8901 .96920


 $1.9171 .9812 .0362 .0792 .1102 .1292 .1362 .1332 .1192 .6342 .0572 .0131 .7541 .8821 .7931 .6871 .5581 .4051 .220 \quad 1.000$


$\qquad$
 5 c.




 1.1351 .2511 .3211 .3901 .9281 .4481 .4571 .4591 .4561 .4481 .4361 .4191 .3781 .3721 .3391 .2981 .2481 .1861 .1061 .000 0.009-c.036-0.049-0.049-0.039-0.020 0.005 0.037 0.073 2.112 0.152 0.192 0.231 0.268 0.306 0.348 0.407 0.508 0.624 0.7430.861 406

 $0.6250 .7500 .2151 .0001 .0001 .20 C 1.0051 .0001 .0001 .0001 .0001 .0001 .0001 .0001 .0001 .0001 .2001 .2001 .0001 .000$





```
S L.j56 0.292 6.147 R.169 0.22S 0.250 0.269 0.281 0..284 0.277 0.266 1.245 0.218 0.185 0.147 0.198 0.670 0.0235 0.608-0.075 J.000
```














```
20 1.3j0 1.047 1.07a 1.10G 1.116 1.127 1.135 1.140 1.143 1.145 1.145 1.144 1.139 1.134 1.128 1.119 1.138 1.093 1.073 1.044 1.050
21 1.000 1.300 1.200 1.005 1.000 1.000 1.000 1.000 1.000 1.090 1.000 1.000 2.0.00 1.000 1.000 1.000 1.000 1.020 1.000 1.0Je 1.00g
```

TABLE 4
Numerical Fields of Stream Function for Test 3


#### Abstract

             150.0100 .0426 .1010 .1770 .2720 .3810 .5050 .63000 .7480 .8520 .0431 .0181 .0791 .1251 .1561 .1701 .1651 .1511 .11681 .0671 .000     210.0000 .0000 .0600 .0000 .0000 .2000 .0000 .0000 .1670 .3330 .5001 .6670 .2331 .000 1.c00 1.0001 .000 1.000 1.000 1.000 1.000




Fig'. 1 Wind tunnel used to obtain flow patterns and velocity data
(a)

(b)

(c)

$F^{*} \quad$ Comparison of flow patterns at three Reynolds numbers: 3,800 (a), .b) and 11,000 (c) (arrows identify air inlet and outlet)


Fig. 3 Approximation used for the vorticity profile of a jet with standing eddies above and below the jet

Fig. 4 A comparison between predicted and photographed flow patterns for geometry specified in
Table 1 as Test 1


Fig. 5 A comparison between predicted and measured velocities for geometry specified in Table l-as Test 1


Fig 6 Variables used to describe enclosure geometry and coordinate location 女for a free jet and a
recirculating flow


Fig. 7 Disappearance of the coanda effect as the enclosure lenghth shortens and/or distance from the bottom of the inlet to wall increases $\left(L=1,000 \mathrm{~mm}, 3_{1}=100\right.$ (a) or 225 mm (b) top photographs; $L=600 \mathrm{~mm}, B_{1}=100$ (c) or 225 mm (d) - lower left photographs; $L=500 \mathrm{~mm}, B_{1}=100$ (e) or $225 \mathrm{~mm}(E)$ - lower right photographs)


[^0]:    *1/4, 1/2 and $3 / 4$ planes are in the $x y$ orientation and are $250 \mathrm{~mm}, 500 \mathrm{~mm}$, and 750 mm from the bottom ( $z=0$ ) of the test section.

[^1]:    *All variables are always expressed in dimensionless form using characteristic variables of inlet width and inlet jet velocity, unless otherwise noted.

[^2]:    *Boundary values of stream function as chosen such that mass flow through the enclasure is one unit.
    **Convergence was checked for a geometry of $H=L, D_{1}=D_{2}$ and $D_{1}=3 / 10$ H. See Fig. 6 for 'varlable identification.

[^3]:    *For a listing of the computer program with sample inputs and outputs, see Timmons [13].'
    **A $41 \times 41$ grid was used, which required the velocities at 2 grid points to be averaged so that a direct comparison could be made for the locations at which the velocities were recorded.

