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ABSTRACT OF THESIS 

PRESSURE GRADIENTS AND THE LOCATION OF THE NEUTRAL 
PRESSURE AXIS FOR LC1if- RISE STRUcroREs 

UNDER PURE STACK OONDITIONS 

A discharge coefficient equa.tion was incorporated into a mass 
balancing procedure to compute the elevation of the neutral pressure 
axis (NPA) for a general distribution of openings. An equation was 
developed to compute tho discharge coefficient of an arbitrary open
ing as a function of the three dimensional gecmetry, the pressure, 
difference, the total minor loss coefficient, and the air properties. 

A two cell environmental chamber was constructed to simulate the 
temperature gradients across a wall and ceiling section of a two 
story residence. Idealized openings could be mounted in the wall at 
nine different elevations and one mounting location was provided in 
the ceiling section. 

An experiment was designed to investigate the factors which 
influence the location of the NPA and to test the validity of the 
mass balancing procedure. A total of eight opening distributions 
were defined. Four of these distributions included an opening placed 
in the ceiling section. The parameters varied were: the total 
leakage area mounted in the test sections; the size of the individual 
openings, the geometry of the openings; the vertical placement and 
the mean temperature difference. 

The results indicated that the location of the NPA depends on the 
relative size of the openings in a distribution, a variable discharge 
coefficient, and the vertical placement of the openings. The loca
tion of the NPA was not a function of the mean temperature difference 
and the observed degree of temperature stratification had no · effect 
on the NPA. The location of the NPA was predicted within± 2.22 
percent of the eave height for each case using the mass balancing 
procedure. 

Application of the mass balancing procedure to an actual 
structure would require a method to model the air flow through com
ponents of envelope leakage as an equivalent opening. A modeling 
equation was developed which could be used to determine th.e 
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cross-sectional area and the three dimensional gecmetry of an equiva
lent straight rectangular opening "hich would provide the same air 
flo" as the modeled component. 

An experiment "as performed to develop the concept of modeling 
components of envelope 1 eakage as an equivalent straight rectangnl ar 
opening. Differential pressure measurements were obtained for a 
group of straight openings which ranged in cross-sectional gecmetry 
from a near infinite rectangular slot to a cylinder. The 
dimensionless flo" length, z/Dh, of the openings was varied frcm 
2.0 to 15.9. 

It was apparent frcm the results that the equivalent opening 
areas "ere in close agreement with the actual areas of the defined 
openings. Also~ the observed flo" rates "ere predicted within the 
uncertainties of the measurements using a single mean total minor 
loss coefficient with the discharge coefficient equation and the 
equivalent opening para.meters obtained by appl ica ti on of the. modeling 
equation. 
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work remains to be done to develop a complete understanding of the 

infiltration process. 

Infiltration is a major source of heat loss during the heating 

season. It has been estimated that 33 to SO percent of the total 

heat loss of a residence is due to infiltration (Sherman, 1980). A 

preliminary study at the University of Kentucky concluded that 

infiltration accollllted for about one third of the heat lbss for 

several all electric hanes which were classified as well insulated 

(R-11 walls and R-30 or greater ceilings) and weatherstripped 

(Colliver et al. 1982). It was also determined that the added heat 

1 oss due to a 16 km/ hr (10 mph) wind at an external te::iperatur e of 

0° C (32° F) was equivalent to an additional temperature difference 

of 9 • 3 ° C { 17 o F ) • 

The mass transport process associated with infiltration is not 

only an important energy loss factor, but it i~ al so a major factor 

in the maintenance of indoor air quality in residential structures. 

. .. When the doors and windo•s are closed infiltrating air is the only 
. . : :, 

source of fresh air for a d•elling. Fresh air is needed to replenish 

the oxygen supply and infiltratini air removes indoor air conta.mi-

nants. Most of the indoor air contaminants in residences may be 

cl ass if ied as products of combustion, chemical vapors from cleaning 

products and building materials, organic particulates, excess. mois-

ture, and radon (Diamond and Grimsrud, 1984; McNall, 1986). In very 

tight houses, without mechanical ventilation, the concentrations of 

several of these contaminants have been observed to reach levels 

which exceed the Environmental Protection Agency standards for 

outside air (Diam.and and Grimsrud, 1984; McNall, 1986). It has been 

.. . . 
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the infiltration process. One of the major goals of infiltration 

research is to adequately describe the infiltration process so that 

responsible energy conservation techniques may be developed 1rhich do 

not endanger the quality of the indoor env iroment. 

The pressure differences 1rhich drive infiltration arise frcm two 

components: the effects of thermal buoyancy and the manentt111. frcm 

11ilid velocities. A temperature difference between the interior and 

exterior of the structure results in a difference in air density. In 

turn, the density difference induces a pressure difference. '. On a 

typical day during the heating season, the internal air of a struc-

ture 11 ill be 1 ess dense than the external air. Therefore, the 1Ja:rm 

air 11ill rise and exit the structure through the leaks in the upper 

portion of the envelope. The more dense outside air !Jill flo11 into 

the building through the leakage of the lower portion of the 

envelope. The two opposite directions of flow suggests that there 

must be a reverse in sign of the pressure difference across the 

envelope. In. addition. there exists a level in the vertical plane 
··. 
·.· " 

where the pressure difference is equivalent to zero (EmHiler, 1926; 

and ASHRAE. 1985. Ci. 22). This reference plane is termed the 

neutral pressure a:xis (NPA) (refer to Figure 1.1). The flow of air 

induced by the pressure gradients due to thermal buoyancy are similar 

to the draft associated 11ith a chimney. Hence, the infiltration 

resulting from thermal gradients is called the stack. effect (.ASHRAE, 

1985). During the cooling season the internal air is cool er than the 

external air and the flo11 directions are reversed. The pressure 

gradients due to the stack effect are also typically smaller in 

·= magnitude. 
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When "ind strikes the exterior of a structure the mcmentum of the 

air molecules is dissipated and the kinetic energy is converted into 

a pressure. The induced pressure may be estimated by the velocity 

head term of Bernoulli's equation. Wind velocities are not uniform 

across the surface of the structure and the magnitudes of the 

velocities that strike a residence depend on several site dependent 

pa·rameters lfhich are difficult to describe. i Local shielding frcm 

nearby buildings and trees will tend to reduce the If ind velocity or 

obstruct it entirely. The orientation of the building •ith respect to 

the prevailing 1rinds 1rill also influence the magnitudes of the 1rind 

pressures. Because of the extreme variability of actual !find 

velocities an average design 1rind velocity is often used. 

'Th.e pressure differences due to the 1rind and stack effect are 

independent. 'Th.erefore, the total differential pressure profile may 

be obtained by addition of the two components (ASHRAE, 1985; Sherman, 

1980). The voltJmetric flo1r rates of each component do not add 

because the flow rate is a nonlinear function of the pressure 

differences. Also, the elevation of the neutral pressure axis will 

be shifted by the effects of the 1rind pressures. Figure 1.2 repre-

sents an idealized differential pressure distribution across the 

walls of a residence due to the combined influence of the stack 

effect and 1rind. The pressure distribution resulting from the wind 

has been assuned to be uniform on each wall with the pressure on the 

windward side being positive and the leeward side being negative. 

The total infiltration rate is defined as the total mass of 

outside air which enters a structure driven by the pressure 

differences resulting from the stack effect and the 1rind velocities. 

.. \ .. . . 
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position of the neutral pressure axis for a residential structure 

under pure stack conditions has not been developed. 

The primary objectives of this investigation are as follo•s: 

1. To describe the differential pressure distribution across 

the envelope of a residence due to the stack effect; 

2. To identify and describe the factors •hich influence the 

elevation of the neutral pressure axis; 

3. To develop a procedure to compute the 1 oca ti on of the 

neutral pressure a.xis (NPA) under pure stack condi dons for 

distributions of openings considered characteristic of the 

envelope leakage common to residences; and 

4. To develop a method to model the leakage of a building 

component (such as a door or •indo•) as a single near 

infinite straight rectangular slot • 
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Equation 2.2 us integrated under the following ass'Olllptions. 

1. The temperature of the air colnmn is uniform throughout. 

Therefore, the air density is constant. 

2. The variation of the acceleration due to gravity is 

ne gl igi bl e. 

3. The distance from the reference plane, H, is considered 

positive when measured downward ftom the reference plane, 
\ 

Y ref· 

Equation 2.2, 1thich many refer to as the static fluid eqliation, 

only describes the variation of pressure in a single col'Ollln of air of 

constant density. The equation 1thich represents the variation of the 

pressure difference induced by the effect of thermal buoyancy (i.e. 

stack effect) may be developed by the direct application of the 

static fluid equation to the two volnmes of air inside and outside of 

a structure. 

The temperature within the structure, Ti, is assmed to be 

greater than the outside temperature, T0 and both temperatures are 

assmed to be constant with respect to elevation. Application of the 

static fluid equation to the volmes of air inside and outside of the 

building yields the foll owing pair of equations. 

P. = p + p. g H (2 .3) 
1 ref 1 

p = p 
ref + po g H (2.4} 

0 

1there; i = inside, 

o = out side, 

P = the barom.etric pressure at the reference plane. 
ref 

Reference to Figure 2.1 indicates that the pressure in each 
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volme of air irill vary irith the distance frcm the reference plane 

independently. The pressure difference due to the stack effect at a 

particular distance from the reference plane is the .difference 

between the tiro pressures P0 and Pi. At the reference plane the 

pressure difference is equal to zero. The neutral pressure a:xis 

(NPA) is defined as the elevation irhere the pressure difference 

across the envelope of a structure is zero. Therefore, the reference 

plane (shown in Figure 2.1) is the neutral pressure a.xis • 

Since the e:xternal pressure (P0 ) is greater in magnitude than 

the intern.a.I pressure (Pi) . the ezpression for the variation of 

pressure difference 1'ith respect to elevation is obtained by simply 

subtracting equation 2.4 frcm equation 2.3. 

AP = g lip H (2 .s) 

1'here; AP= the pressure difference due to the stack effect, and 

Ap = ( Po - P i) • 

In the above equation it can be seen that at the reference plane 

the pressure difference induced by the stack effect is . the net 

pressure difference owing to the density difference. The slope of 

the linear differential pressure distribution is a function of the 

average densities of the two vol mnes of air and it is independent of 

the location of the neutral pressure a:xis (Emswiler, 1926; Lee et 

al., 1985; Tamura and Wilson, 1966). Furthermore, pressure dif

ferences above the NPA are negative as a result of the sign conven-

ti on. 

If the floor of the structure is considered to be at an elevation 

of zero (refer to Figure 2.2) then the vertical distance frcm the NPA 

to any point on the envelope may be redefined as: 
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H=(N-h) 

N 

h 

h,. 0 

The di stance from the NPA defined in terms ·of the 
elevation of the NPA and the elevation of the point 
in question. 



rn 
: 1 
11 
:1 
I 

' I l 

· 1 

I 

I • I 
I 

I t 

I j 

) ) 

_ 1 

_] 

J 
.J 
J 
J 
J 



I , 

'•' 

... ; 

.·• 
··: 

-15-

T. = intern.al temperature (X). 
1 

As a result, the variation of the pressure difference due to the 

stack effect may be written as: 

.iP g po (d~ J ( N - h) (2.11) 

Factors Which Influence the Position of the Neutral Pressure A.:tis 

The neutral pressure axis is a structurr dependent parameter 

which has been observed to va:i;Y greatly between buildings (ASHRAE, 

1985; Emswiler, 1926; Shu, 1980; Shu and Brown, 1982). The 

phenomenon of a variable plane of zero pressure difference is not 

confined to infiltration, but it is also a controlling factor in any 

natural ventilation system. Much of the present knowledge concerning 

the factors which affect the location of the NPA are the result of 

Emswilers' (1926) original study of natural ventilation in foundries. 

The following conclusions pertaining to the structural dependency of 

the location of the neutral pressure a.xis under puxe stack conditions 

have been presented frcm Emswilers' analysis : 

1. If the openings are uniformly distributed throughout a 

building and there is no significant stratification of 

internal temperature then the vertical location of the NPA 

will be at the mid-height of the structure·. 

2. If a significant degree of internal temperature str-atifi-

cation exists then the NPA would be expected to be slightly 

displaced toward the region of the greatest internal 

temperature. 

3 • If the majority of the openings are concentrated in a 
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l particular region of a structure then the NPA 11ill be 

located close to the elevation of that region. 

4. The neutral pressure a.xis 11ill always be located at a 

position such that the flow of air into a building 11ill 

equal the flow of air out. 

A more recent study of the neutral pressure axis in model tall 

buildings further verified most of Fms11iler' s observations except for 

" the effects of temperature stratiffcation (Lee et al. 1985). Lee's 

experimental apparatus was constructed and controlled so as to 

eliminate temperature stratification. Lee et al. (1985) verified 

experimentally that the horizontal distribution of the openings 

within a structure and the mean temperature difference 11ere not 

significant factors in the location of the neutral pressure axis. 

The presence of chimneys in residential structures al so infl u-

ences the position of the neutral pressure axis (ASIIRAE. 1985). Shaw 

and Brown (1982) observed that during the heating season the presence 

of a gas furnace chimney tended to raise the level of the NPA signifi-

cantly (also see ASHRAE, 1985, Ch 22. Figure 6). Tho pressures which 

drive the air flow through tho chimney of any type of combustion 

appliance are not a result of the stack effect only. The pressure 

difference across a chimney will fluctuate 11ith the operation cycle 

of the appliance. Tho description of the pressure differentials 

across a chimney is a complicated interaction of several variables 

which merits a separate investigation. It is believed that the 

addition.al pressures due to the draft of a chimney will cause the NPA 

j . 
to fluctuate in tho vertical direction as the temperature of the 

chimney oscillates with the combustion of the appliance. The present 
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study shall focus upon the determination of the position of the 

neutral pressure axis as influenced by openings in the envelope of a 

residence. The only source of flow potential will be the stack 

effect. Once a practical procedure for locating the NPA for the 

envelope leakage of a residence has been developed, the effect of 

wind pressures and the pressures from the draft of a chimney would be 

incorporated. 

\ 
•,•• In general, a review of the literature suggests that the position 

of the neutral pressure axis for envelope leakage under pure stack 

conditions depends upon the relative size of the individual openings, 

their resistance to flow, their vertical distribution and to a lesser 

extent the degree of interior temperature stratif ica ti on (Emswiler, 

1926; and Lee et al. 1985). 

Review of Previous Methods to Determine The Location of the Neutral 

Pre s sure Axi s 

The first procedure to determine the position of the neutral 

pressure axis for a particular building was developed by F.mswiler 

(1926). The procedure was based upon the assllDption that the 

pressure difference at each opening will have a value such that the 

total vohmetric air flow into the building will be identical to the 

total air flow out of the building. As a result, F.mswiler' s method 

to determine the position of the NPA consisted of a direct applica-

tion of the continuity equation over the entire envelope of the 

building. The air flow into the building was ass'llllled to be positive, 

and the continuity equation was written as; 

n 

:. ~ Q = 0 
L.J j 

(2.12) 

j=l 
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Q. = the voltJ1Detric flo" rate through the j th opening, 
J 

n = the total n1J111ber of openings in the natural ventilation 

system. 

Since Fmslfiler !fas concerned lfith the natural ventilation of 

foundries. all of the openings in the shell of the building lfere simi-

lar to a large lfindolf and they lfere treated as large orifices. The 

vol1J111etric flolf rate !fas computed using the orifice equation lfith a 

discharge coefficient of 0.65. The elevation of the neutral pressure 

axis !fas determined by iteration. For each elevation of the NPA 

chosen. the pressure difference due to the stack effect and the 

corresponding flolf rates lfere computed. The correct position of the 

neutral pressure axis resulted lfhen the continuity equation (equation 

2.12) had been satisfied. This iterative procedure !fas referred to as 

the fl Olf balancing procedure. 

The flow balancing procedure !fas tested on: .a~ actual foundry. All 

of the openings used •ere on the leelfard side of the building. The 

average internal temperature of the foundry us 59°F and the outside 

temperature !fas 20°F. The location of the NPA 1tas determined for a 

distribution of four openings using the flow balancing procedure and 

the air flow through the lowest opening !fas measured using an 

anemometer. The flow measured was 12,500 cfm lfhereas the flow computed 

by the orifice equation was 10,260 cfm. The agreement !fas within 18 

percent. It was stated that for a second trial the calculated and the 

measured flow rates differed by only 7 percent. 

Emswiler's procedure to determine the position of the neutral 

pressure axis for a building under pure stack conditions has been 
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widely accepted for use in natural ventilation systems but it has a 

fundamental error. In a closed system the mass of the air will be 

conserved and not the volume. Therefore, to be theoretically correct 

the continuity equation should be written in terms of the mass flow 

rate. This is particularly true when the air flowing into a building 

is much colder than the air fl owing out. 

The ASHRAE Handbook of Fundamentals (ASHRAE, 1985, Ch. 22) gives 

the following equation to compute the location of the neutral pressure 

axis for the case of natural ventilation due to two openings. 

(2.13) 

where; H = the vertical distance between the two openings, 

~ and A2 = the opening areas, 

h = elevation of the NPA measured fran the lowest opening, 

Ti = internal temperature, and 

T = out side temperature. 
0 

Equation 2.13 cannot be applied to most cases of either natural 

ventilation or infiltration because of its 1 imitation to only two 

openings and the asstmption that the discharge coefficients of the 

two openings are equal. Lee et al. (1985) showed experimentally that 

even for the case of two openings equation 2.13 could only predict 

the elevation of the NPA within25 percent. 

Lee et al. (1985) developed a procedure to compute the position 

of the neutral pressure axis for a model tall building using the 

foll owing a ss1111pti ons: 

1. There are no internal partitions between floors; 



-20-

2. The inside and outside temperatures do not vary 1rith 

- ' elevation; 

3. The inside temperature is greater than the outside 

temperature; 

4. The only pressure gradients are due to the stack effect 

(i.e. no l'lind); 

5. The openings are of circular cross-section;, and 

6. The flo1r through the openings is steady, smooth, laminar and 

in hydrodynamic transition. 

From the lair of conservation of energy the pressure drop across 

an opening •as formulated as sho•n: 

APk ~ ~ [· V> (1 + Kfll + B V (::)]. (2 .14) 

1rhere; 
th 

A.Pk = the total pressure drop across the k opening, 

V = the average velocity, 

B = 64, the laminar friction coefficient for a circular 

er oss- section, 

L = the flow length, 

D = the diameter, 

Kfl = the sum of the minor losses due to the entrance effects 

and any contractions or expansions, 

µ = the dynamic vis co si ty, and 

p • the density. 

The pressure difference due to the stack effect 1ras expressed in 

the following form. 

. _ l· AP = K (-
1
- - _L) (NPA - Z) 

stack 1 T T. 
out 1n 

(2.15) 

J 
_J ' 

... 
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g p 
0 

where; ~ = Ii constant ---
R 

p = the standard atmospheric pressure, 
0 

NPA = the elevation of the neutral pressure a:::d s, and 

z = the elevation of the opening frcm the ground. 

For each opening the pressure difference due to the stack effect 

was equated to the total pressure drop across the opening (equation 

2.14). The general equation to compute the elevation of the NPA for 

a building with n openings in the envelope was presented by Lee as 

foil ow s: 

NPA = 

where; 

Hj + CX/Xi) Hi 

1 + (X./X.} 
J 1 

xi or J • [ ( :::: ) ii• < 1 + ~ x n I 

i denotes openings below the NPA, 

j - denotes openings above the NP.A. 

(2.16) 

or j 

H = the di stance of a particular opening f rem the bot tan 
i or j 

opening. 

The solution to equation 2.16 for n openings involves a set of n 

non-linear equations to be solved iteratively in terms of velocity. 

The only explanation which the author gave for the solution of the 

equation is that ''a standard computational method available for 

computers'' was employed (Lee et al. 1985, p. ~). 

Lee's et al. (1985) experimental investigation was carried out 

using a model building that stood 18.2 m (59.71 ft) high. There were 

no internal partitions of any kind within the model and six identical 

cylindrical openings were installed at four different .elevations • 
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T110 openings 11ere placed 11t the top and the bottom of the model 

building. The remaining two openings were equally spaced above and 

belo11 the mid-height of the building. All of the openings 11ere in 

the side walls and each opening could be opened or closed 

independently. 

Twenty individually controlled electrical heating elements were 

used throughout the height of the model building. A uniform 
\ 

temperature inside the model building was achieved by adjusting the 

po .. er supply to each of the electrical heaters. The supply voltage, 

the current to each heater and the temperature profile were monitored 

continuously. The maximum allo.,able temperature deviation between 

points 11as 3°C (5.4°F). By heating the interior of the model 

building, temperature gradients frc:m 25°C (45°F) to 60°C (108°F) 11ere 

obtained. 

Differential pressure measurements were obtained frc:m seven pairs 

of pressure taps placed at intervals of 3.0 m (9.84 ft). · Each pair 

of pressure taps was connected to a single pressure transducer with 

an error of :!: 0 .2 Pa. 

'Die position of the NPA was observed for t11elve different opening 

distributions and five different temperature differentials (25°, 30°, 

40°, 50° and 600C). No variation in the position of the NPA was 

observed over the entire range of mean temperature differentials. It 

was stated that the position of the NPA 11as predicted by equation 

2.16 within 6 percent in all cases. 

Overlooking the extreme compl e:z:i ties of applying Lee's method to 

a practical situation, three of the initial assmptions are 

unreasonable. First if the intended application is for high-rise 
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buildings, then several of the references indicate that the pressure 

of internal separations can greatly influence the location of the NPA 

in tall buildings (Shaw and Tamura, 1977; Tamura and Shaw, 1976; 

Tamura and Wilson, 1966; and Tamura and Wilson, 1967). The 

asstJmption that internal separations are absent is not a reasonable 

assumption for a tall building. Secondly, the effects of temperature 

stratification needs to be addressed experimentally. Even in a 
\ 

residence an appreciable degree of stratification of internal 

temperature can occur. Finally, a visual inspection of the 'envelope 

leakage of a building suggests that most of the openings typical of 

infiltration are of a rectangular cross-section and not circular. 

Up to this point only methods to actually compute the elevation 

of the NPA have been presented. Several empirically based 

mathematical models of infiltration are available that include the 

elevation of the NPA as one of the parameters. Usually the NPA is 

ass'tllled to be located at the midheight of the structure or an 

elevation is asstDDed based upon a visual inspection of the 

distribution of known sources of leakage such as doors, windows, and 

penetrations for ductwork or plumbing (Liddament and Allen, 1983). A 

better estimate of the elevation of the NPA should be able to improve 

the estimates obtained fran the empirical models. 
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'IHEORETICAL DEVELOPMENT 

Introduction 

The review of the literature revealed that the computation of the 

pressure differences which are induced by the stack effect depend 

upon the knowledge of the position of the neutral pressure axis 

(NPA). 
\ 

Furthermore, the position of the NPA is a structure dependent 

parameter which varies with respect to the relative size of the 

openings in the envelope, their resistance to flow, and their ver-

tical distribution (Emswiler, 1926; Lee et al. 1985). Asst1111ing that 

the outside temperature is invariant, stratification of temperature 

within a structure is believed to cause a slight displacement of the 

NPA towards the region of the greatest internal temperature 

(Emswiler, 1926). Temperature stratification is thought to be a 

minor factor that can be neglected, but its importance has not been 

ascertained experimentally. 

The factor that influences the location of the NPA which is 

subject to the greatest ambiguity is the description of the flow 

resistance of small openings characteristic of the envelope leakage 

of residences. Due to the small size and the great number of 

openings in a structure, the leakage of a single component, or even 

the entire building envelope is often modeled as a single equivalent 

orifice (ASHRAE, 1985; Keil et al. 1985). The flow resistance of an 

orifice may be defined as the product of the cross-sectional area and 

a discharge coefficient. The area and the discharge coefficient of 

-24-
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the equivalent orifice are lumped into a single parameter known as 

the effective leakage area, Ae(mJ), The flow through the effective 

leakage area is defined by the following simplification of the 

or if ice equation: 

Q=A-fill e" p 

where; Q = the vol t1111 e tr i c fl 011 rate ( ur3 Is) , 

AP= the pressure difference (Pa), and 

p the air density (kg/m3). 

(3 .1) 

To determine the effective leakage area of a building component 

(or an entire structure} the current practice involves the 

measurement of the vol mnetric flow rate through the component at 

several pressure differences in the range of 12.5 to 75 Pascals 

(ASTM, 1985}. The data is then fitted to a power law of the 

foll ow ing f orm : 

Q = C (AP)n (3 .2) 

•here; C = tho flo• coefficient (m3/s •Pan), and 

n = the flo• exponent. 

The value of the flow e:z:.ponent, n, is typically between 0.5 and 

1.0. An exponent of 0 .5 is believed to correspond to or if ice fl ow 

and an exponent of 1.0 is thought to represent fully developed 

laminar flo• (Keil ot al. 1985). 

The effective leakage area is calculated frcm the data by 

equating equation 3.1 to equation 3.2 and solving for the effective 

leakage area at a given reference pressure drop (Keil et al. 1985}. 
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A - C (Q.) 
e, ref 2 

0.5 
iiP ( n-0. 5) 

ref 
(3 .3) 

The description of the leakage area and the flo" resistance of a 

building component as an equivalent leakage area is inadequate for 

the follo"ing reasons: 

1. The effective leakage area, Ae• "ill vary !With the 

reference pressure drop used. Therefore, it lacks physical 

significance. 

2. The flo" exponent, n. and the fl o" coefficient. C. are 

merely products of regression and do not adequately describe 

the physics of the flo". 

3. The dimensions are not homogeneous. 

4. The pressure differences "hich are typical of the stack 

effect in residences are less than ten Pascals. Computation 

of an effective leakage area at pressure differences below 

the range of data is a statistically invalid procedure. 

s. The use of an effective leakage area to model a building 

component is analogous to modeling the component as an 

equivalent orifice with a constant discharge coefficient 

over the entire range of data. As a result, the variation 

of the element of resistance due to the presence of a flow 

length is neglect ed. 

A general survey of the leakage about doors and windows suggests 

that most of the openings common to infiltration approximate rec-

tangular slots. It is believed that the flow length of the openings 

common to envelope leakage contributes significantly to the flow 

resistance (Beavers et al. 1970; Etheridge. 1977; Han.· 1960; and 



·: 

-27-

Ilopkins and Hansford, 1974). As a result, the openings 1thich are 

characteristic of infiltration should be modeled as rectangular slots 

and not orifices. Furthermore, previous 1tork. concerning flo" through 

small rectangular slots "ith cross-sectional dimensions similar to 

envelope leakage concluded that the openings common to infiltration 

had hydraulic diameters (Dh) small enough to treat the flo" as 

laminar (Etheridge, 1977; Hopkins and Hansford, 1974). 

Beginning:1tith the solution to the Navier-Stokes equation for the 

idealized case of flo" between infinite parallel plates, a semi-em

pirical equation to directly compute the discharge coefficient for 

laminar flo" through an arbitrary rectangular channel "ill be 

developed. The discharge coefficient may be vie"ed as a 

dimensionless flo" resistance parameter "hich varies "ith the 

geometry of the channel as "ell as the pressure drop. The geometric 

component of the discharge coefficient may be described by the 

cross-sectional area and a geanetric parameter, gamma, "hich takes 

into account the flo" length and the dimensionless properties of the 

cross-section. By means of the general energy equation, the analysis 

will be extended to include openings of a circular cross-section. 

Once the discharge coefficient relationship has been developed it 

shall be incorporated into a procedure to compute the position of the 

neutral pressure axis for any distribution of openings. 

Derivation of the Discharge Coefficient Equation 

The solution to the Navier-Stokos equation for the idealized case 

of flow between infinite parallel flat plates is provided in Appendix 

B. The solution is stated in terms of the vol1J1Detric flow per unit 

width as: 
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Q_ dl Af> 
(3 .4) = 

" 12 µ z 

where; Q = the volmnetric flow rate cn?/s}, 

d = the channel thickness (m) I 

z = the fl OW length ( m) I 

w = the width (m) I 

µ = the dynamic viscosity (N•s/m2), and 

AP the pressure difference (Pa). 

The following asstJ111ptions were applied to obtain equation 3.4: 

1. The fluid is viscid and incompressible,: 

2. The flow is steady, fully developed and laminar; 

3. The velocity varies one dimensionally across the thickness 

(d); 

4. The pressure varies linearly in the direction of flow,: 

S. The gravity effects are neg! igible; 

6. There are no entrance or exit 1 osse s;· 

7. The no-slip boundary condition exists; and 

8. A positive pressure difference yields a positive flow. 

By dimensional analysis. equation 3.4 may be expressed in terms of 

the total dimension! ess pressure drop. 

= 96 ( z ) 
Re Dh 

( 3 .s) 

For laminar flow the friction factor is defined by: 

f = !e (3.6) 

Therefore, equation 3.S indicates the value of the friction 

coefficient, B, is 96 for infinite parallel flat plates. The 
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Reynolds nmber is given by: 

-
- V Dh 

Re 
JI 

(3. 7) 

Where, 'II, is the kinematic viscosity and the hydraulic diameter (Dh) is 

defined as: 

D = 
h 

4A 
wetted perimeter 

(3.8) 

For rectangular cross-sections the hydraulic diameter may be written 

in terms of the thickness. d, and the aspect ratio, a. (Fox and 

McDonald, 1978). 

2d 
Dh = (1 + a.) (3.9) 

Where the aspect ratio is given by: 

d 
a.= -- (3.10) 

w 

For the case of infinite parallel flat plates, the aspect ratio is 

equal to zero and the hydraulic diameter becomes: 

D = 2d 
h 

-lhe mean velocity, v. is defined by: 

- Q 
V=-

A 

(3 .11) 

(3 .12) 

Substitution of the definition of the mean velocity into the 

definition of the Reynolds n1J1Dber in equation 3.S, and solving for the 

fl ow rate gives: 

Q= C A~Tiii 
d " p 

(3 .13) 

Where the discharge coefficient for idealized flow is defined by the 

expression: 
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C =~ Dh Re 
d z B 

(3 .14) 

The general form of equation 3.13 has been used extensively to 

compute the flow through rectangular as well as circular channels. 

hnt equation 3.14 is not adeqMte to compute the discharge 

coefficient for an actual situation. The inadequacy arises fran the 

neglect of the losses at the entrance and exit of the flow channel. 

In order . to apply the fldw equation to an actual flow situation, the 
\ 

entrance and exit effects must be included in the discharge 

coefficient. 

Another discharge coefficient "hi ch includes the entrance and 

exit losses is described by the following functional statement: 

C = f (L' 
z Dh 

1L I x) 
Re 

(3.15) 

The term. z/Dh• defines a dimensionless flow length and K is 

the total minor loss coefficient which represe·nts the SlllD of the 

dimensionless pressure losses due to the entrance and exit effects. 

In addition to eliminating assllDption 6, which was required to solve 

the Navier-Stokes equation. it will be shown later that the effects 

of undeveloped flow are also included in K (asslllllption 2). 

Based upon the law of conservation of energy. the general energy 

equation for laminar flow through an arbitrary channel is given by: 

AP 1 z 1 = 2 p V'J. B (DhRe) + 2 p V'J.K (3.16) 

Assming that the mean velocity is not zero and dividing equation 3.16 

by the velocity head gives the equation for the total dimensionless 

pressure drop across an arbitrary channel • 
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(3 .17) 

Thus, the total dimension! ess pressure drop is the sun of the 

friction loss, B(z/DhRe), and the total minor loss coefficient, K. 

Etheridge (1977), defined a discharge coefficient for straight 

rectangular openings 1rith a finite flo• length as: 

(3.18) 

Subs ti tut ion of the average velocity into the above equa.ti on and 

solving for the total dimensionless pressure drop yields: 

2AP=_l_ 

P v2 c 2 
z 

(3 .19) 

Combining equations 3.17 and 3.19 gives the follo1ring linear 

relationship between the squared inverse of the discharge coefficient 

and the term, (z/D~e) (Etheridge, 1977). 

_1_ 
c 2 

z 
+ K (3.20) 

The discharge coefficient, <:z, as defined by equation 3.18, 1ras 

determined experimentally by Hopkins and Hansford (1974), for several 

straight slots. The slot thickness ranged fran about 1 mm (0.039 in) 

to 10 mm (0.394 in) and the flo• length, z, ranged fran approximately 

6mm (0.25 in) to SO mm (2 in). The aspect ratio 1ras asst111ed to be 

zero for all cases. Etheridge (1977) pooled all of tho data into one 

linear regression. The reslllts gave a mean friction coefficient (B) 

of 95. 7 and a mean total minor 1 oss coefficient (K) of 1.5. The 

technique presented by Etheridge (1977) to cal cul ate tho flo• rate 
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for a rectangular slot involved an iteration on the Reynolds number 

using eqtlation 3.20 in conjunction irith the follolfing flolf equation: 

Q = C A ~~ 
z " p 

(3.21) 

Elh~ridge' s analysis was confined to rectangular openings with 

near infinite cross-sections, sharp-edged inlets, and finite flow 

lengths. The following developnent is devoted to the derivation of 

an equation to compute the discharge coefficient directly and to 

expand the analysis to include rectangular cross-sect ions of any 

aspect ratio as !fell as openings with circular cross-sections. The 

analysis may be extended to include rectangular slots of any aspect 

ratio by using the expression for the hydraulic diameter presented in 

equation 3.9. A diagram of a typical rectangular channel is shown in 

Figure 3 .1. 

Substitution of the definition of the mean velocity into equation 

3 .17 and equating the expression to zero gives: 

2 A P A'
p QJ 

VBzA 
Q D : 

h 
- K = 0 (3.22) 

Multiplication of equation 3.22 by the square of the flow rate, 

employing the expression for Dh given in equation 3.9, and simp-

lifying gives the following quadratic flow equation: 

8 A P A'
p 

ill! - Q'-4K = 0 ., (3 .23) 

Where the geometric parameter, gamma, for a rectangular cross-section 

is defined as: 

'Y = a (3 .24) 
Bz(l + a)J 

The quadratic flow equation 1.as solved by means of the quadratic 
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A typical straight rectangular opening. 
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formula. The positive root 1ta.s determined to be the only root 1tith 

physical significance. 

+ 2 A1 A p]0.5 
K p 

(3 .25) 

Substitution of equation 3.25 into the definition for the 

Reynolds number of equation 3.20 and simplifying gives the follolfing 

equation for the squared inverse of the discharge coefficient: 

_1_ 

c 1 
z 

2K 

1 + (A y) 1 -1 
[ 

128 K A P]0.
5 

P v1 

+ K (3.26) 

The above equation !fas derived under the ass1J1Dption that the 

aspect ratio is greater than zero. Inspection of the definition of 

gamma (equation 3.24) reveals that for an aspect ratio of zero. gamma 

is equal to zero. This 1tould cause the discharge coefficient equa-

tion (equation 3.26) to become undefined. 

Th.is singularity us removed by rederiv ing. the discharge 

coefficient equation using a hydraulic diameter of 2d (i.e. a= 0) 

and a friction coefficient (B) of 96. The quadratic flo" equation 

(Equation 3.23) us 1tritten in terms of the flo" per unit lfidth and 

solved to yield the follo•ing equation for the flolf per unit lfidth: 

2d:i AP] 0.5 
pK 

(3.27) 

The discharge coefficient equation !fas found to be of e.uctl~ the 

same form as given in Equation 3.26. The only difference 1ras in the 

expression for the area-gamma product. (Ay}. If it is desired to 

compute the discharge coefficient using an aspect ratio of zero the 

follo•ing expression for (Ay) is to be used with Equation 3.26: 
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(3 .28) 

For very small aspect ratios the value of (Ay) determined fran 

the cross-sectional area and the definition of gamma given by 

F.quation 3.24 will approach the value determined by using Equation 

3 .28. The point at which the aspect ratio is small enough to be 

considered to be zero is dependent upon the application. In 

actuality, no rectangular channel is truly infinite. In the 

application of these concepts to the modeling of building components 

it is more descriptive to include the aspect ratio. 

It should be noted that since the discharge coefficient equation 

was developed from the dimensionless energy equation (equation 3.17) 

the ass1111ption that the mean velocity is not zero al so applies. 

Therefore the pressure difference cannot be zero. Furthermore, the 

square root requires the use of the absolute value of the pressure 

difference. 

For a straight cylinder the total dimensionless pressure drop is 

of the same form as shown in equation 3.19 and the characteristic 

dimension is the diameter of the opening. Using the same analysis as 

for a rectangular channel, the quadratic flow equation for a cylinder 

is the same as shown in equation 3 .23. The geometric parameter, 

gamma, for a cylinder is defined as: 

y = 1 
(3 .29) 

B n z 

The discharge coefficient for a cylinder may be calculated by 

using equation 3.26 with the definition of i&mma for a cylinder 

(equation 3.29). The value of the friction coefficient for a 
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circular cross-section is 64 and it may be obtained in a manner 

analogous to that presented for infinite parallel flat plates 

(Currie, 1974; Fox and McDonald, 1978). 

Physical Significance of the Area-Gamma Product 

It has been sho"n that the flo" through an arbitrary rectangular 

or circular channel is a function of the pressure difference, the 

cross-sectional area, gamma, the minor losses, and the air 

properties. The flo" rate may be calc'ulated directly either by 

equation 3.25 or by first determining the discharge coefficient by 

equation 3.26 and then computing the flo" rate by equation 3.21. 

Either method yields the same result. 

The discharge coefficient method is advantageous because it is 

able to provide addition.al insight concerning th~ factors "hich 

influence the flo" rate. A closer look at equation 3.26 indicates 

that the discharge coefficient de scribes the total resistance of a 

flo" channel. For a particular set of air pro.perties and a kno1'n 

total minor loss coefficient, the discharge coefficient is a function 

of the area-gamma product and the total pressure drop. Therefore, 

the term (A1) describes the total geanetric contribution to the 

resistance of the channel. The geanetric parameter, gamma, includes 

the contribution of the flo" length, the friction coefficient, and a 

dimension! ess constant that represents the cross-sectional geometry. 

For a cylinder the constant is 1/n and for a rectangular 

cross-section the constant is given by a/(1 + aP. As a result, 

gamma may be vie"ed as a three dimensional scale factor of a channel. 

An inspection of the •ork of Hopkins and Hansford (1974), and 

Etheridge (1977) suggest the effects of channel geanetry on the 

--

I 
I 

I 
I 
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friction coefficient and the total minor loss coefficient need closer 

examination. 

Variation of the Friction Coefficient with the Cross-Sectional 

Geometry 

A nnmber of researchers (Beavers, et al. 1970; Fox and McDonald, 

1978; Han, 1960; Kays and Crawford, 1980; Langhaar, 1942), agree that 

the friction coefficient is a parameter that is determined by the 

\ 
cross-sectional geanetry of the channel. A friction coefficient of 

64 is always used with a circular cross-section. For rectangular 

cross-sections, the friction coefficient is a function of the aspect 

ratio (Beavers et al. 1970; Han, 1960; Kays and Crawford, 1980). The 

curve presented in Figure 3 .2 indicates that as the aspect ratio in-

creases frcm zero the theoretical value of the friction coefficient 

decreases from 96 to a minimnm of about 57 which corresponds to a 

square (a= 1.0), (Kays and Crawford, 1980; Han, 1960). The 

following regression equation to compute the friction coefficient was 

obtained fran a least squares best fit of this curve for aspect 

ratios from zero to 0 • 07 S : 

B = 96.0 - 106.67a (3 .3 0) 

Variation of the Total Minor Loss Coefficient 

The total minor 1 oss coefficient (X:) for any type of straight 

channel is an empirically determined val ne which is the stllll of the 

entrance and exit effects. The magnitude of the entrance effect can 

vary considerably depending upon the inlet geanetry and the degree of 

hydrodynamic devel opnent. Al so, two similar channels can have dif-

ferent values of X: due to inaccuracies in fabrication. The variation 

of the components of the total minor loss coefficient "il 1 be 
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presented in the following discussion. 

According to many fluid mechanics texts the kinetic energy is 

considered to be completely dissipated when the fluid exits a pipe 

into an infinite expansion. As a result. the dimensionless pressure 

loss due to the exit (Kex> is 1.0 for all cases (Fox and McDonald, 

1978). The entrance effect is the stm of the losses induced by the 

inlet geometry (Kinl et> and the degree of hydrodynamic devel opnent 

(Khd). The 1 oss coef,.f ici ent of the in! et can be expected to vary 

from about 0.04 for a well rounded inlet to O.S for a sharp edged 

in! et (Fox and McDonald, 197 8). For practical purposes the 

dimensionless pressure loss of a irell designed rounded inlet may be 

considered negligible (Beavers, et al. 1970; Fox and McDonald, 1978). 

The loss coefficients for developing laminar flow (Khd) through 

long straight ducts of rectangular cross-section were determined by 

Beavers et al. (1970) for aspect ratios fran 0.0196 to 1.0. For this 

work the inlets of the ducts were well rounded and the inlet loss 

(X:inlet> was considered to be zero. 

Beavers et al. (1970) observed that the value of Khd iras zero 

at the inlet and increased to a maximm value at a point doirn-stream 

and then remained constant. The distance fran the inlet to the point 

where X:hd attained a maximm was defined as the entrance length of 

the duct (Le>· It was also determined that the flow may be treated 

as fully developed when X:hd attains 95 percent of the fully 

developed value (Beavers et al., 1970). 

The fully developed values of Khd varied linearly for aspect 

ratios {a) fran 0.0196 to O.SO. The fully developed value of Khd 

was 0.6 for an a of 0.0196 and 1.1 for an a of O.SO. For a square (a 
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= 1.0) the fully developed value of Khd was 1.2. 

The total minor loss coefficient (.K) for fully developed laminar 

flo" in a long circular pipe "ith a well rounded inlet "as determined 

to be 2.2 by Langhaar (1942). In this case the total minor loss 

coefficient wa.5 equal to lh.e s"Clll of the losses due to hydrodynamic 

developnent and the exit (Kex = 1). By subtracting the exit loss 

from the total minor loss coefficient it was observed that the fully 

tleveloped value of Khd for a long circular pipe was 1.2. The 

entrance length for a long circular pipe was defined in the same 

manner as discussed previously for a rectangular duct. 

The variation of the total minor loss coefficient, K = (Khd + 

Kex>• for developing laminar flow through long rectangular ducts 

and oircular pipes has been compared in Figure 3.3. The exit loss 

was added to the data presented by Beavers et al. (1970) to 

facilitate comparison with the values for a long circular pipe 

(Langhaar. 1942). It should be noted that the best estimate of the 

total minor loss coefficient for developing laminar flow in long 

pipes with sharp edged inlets would be obtained by adding the inlet 

loss (Kinlet = 0.5) to the values presented in Figure 3 .3. 

Any type of straight channel may be classified as either (1) a 

long pipe, (2) a short pipe or (3) an orifice based upon a comparison 

of the magnitudes of the dimensionless friction loss and the total 

minor loss coefficient (refer to Figure 3.3 and Equation 3.17). A 

long pipe has a flow length (z) which is much longer than the 

required entrance length to insure fully developed laminar flow 

(Le). In this case B(z/DhRe) is much larger than K. That is. 

the dimensionless friction loss is the greatest component of the 
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total dimensionless pressure drop across a long pipe. A short pipe 

has a flo" length that is less than or equal to the required entrance 

length. The flow is not fully developed or the profile may develop 

just before the fluid exits the pipe. If the flow length is less 

than the required entrance length, then the total minor loss 

coefficient is the greatest component of the total dimensionless 

pressure drop. If z is equal to Le then the dimensionless friction 

loss will be ' approximately equal to IC. The magnitude of the total 

minor loss coefficient will depend upon the degree of hydrodynamic 

developnent and will vary 1Jith the Reynolds nmnber. An orifice does 

not have a flow length and the dimensionless friction loss is zero. 

1he total minor loss coefficient for an orifice is simply the sum of 

Kinlet and Kex· Also, K is equal to the total uim"usiunless 

pressure drop which varies with the mean velocity. 

The Procedure to Determine the Position of the Neutral Pressure Axis 

The simplest a.nu most fundamental approach to compute the 

location of the neutral pressure axis is a direct application of the 

conservation of mass for a closed system. The system is defined as a 

residential structure and the surrounding atmosphere subject to the 

follo1'ing constraints (refer to Figure 3 .4): 

1. There is no If ind impending upon the structure (i.e. pure 

stack conditions exist); 

2. The openings are aharaoterized as straight openings lfith 

cross-sectional dimensions similar to those found in a 

d" el 1 ing; 

I 3 • The flow through the openings is char act eriz ed as steady, 
• ' I· ,. 

smooth and 1 am inar; 

J 
. J 
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The stack effect for a residence. 
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4. The inside and outside temperatures (Ti and T0 ) are 

constant with respect to elevation; 

5, The discharge coefficient does not depend on the direction 

of flo• through the openings; 

6. The only openings which exist are in the •alls, floor and 

ceiling of the structure (i.e. no chimneys); and 

7. There are no internal partitions •hich significantly 

\ 
obstruct the flo• of air. 

The pressure difference induced by the stack. effect may be deter-

mined by the follo• ing equation. 

AP . = g Ap ( N - h.) 
J J 

AP. = the pressure difference (Pa), 
J 

(3.31) 

N = elevation of the NPA above the floor of the structure 

(m), 

h. = the elevation of the j th opening above the floor (m), 
J 

and, 

3 
Ap = the mean density difference (kg/m ) • 

Under the ass'tllllption that mass flow into the structure · is positive 

the continuity equation is stated as: 

n 

I: = m. = 0 (3.32) 
J 

j=l 

where; through the 
th 

m. = the mass flow rate j opening (k.g/s), and 
J 

n = the total number of openings. 

Multiplication of tho vol1J1Detrio flo• rate equation (equation 

3.21) by the density of the air flo•ing through the opening gives the 
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following equation for the mass flow rate through an opening: 

(3.33) 

where; c 
z 

= the discharge coefficient of h . th t e J opening (computed 

by equation 3.26 using Pj and 11 j), 

th . th 2 
A = the er o ss- sectional area of e J opening ( m ) I 

AP. = the absolute value of the pressure difference at the 
J 

elevation of the j th opening, ~Pa), and 

the density of the air fl owing through the 
.th 

opening pj = J 

(p or p,), 3 
(kg/m ). 

0 1 

The position of the neutral pressure axis for an arbitrary distri-

bution of openings in the envelope of a residence may be determined 

by the foll owing mass balancing procedure. 

1. Select an initial elevation of the NPA, N. 

2. Compute the pressure difference across each opening using 

equation 3 .31. 

3. Determine the discharge coefficient frcm equation 3.26 and 

the mass flow rate fran equation 3.33 for each opening using 

the absolute value of the pressure difference. 

4. Using the sign of the pressure drop across each opening 

compute the sun of the mass flow rates. 

S. If the smi of the mass fl ow s is not zero th on sol ect another 

elevation for the NPA and repeat the process lDltil ' equation 

3.32 is satisfied. 



Chapter 4 

DESClUPl'ION OF mE EXPERIMENT.AL APPARATIJS 

Introduction 

A two cell enviromnental chamber iras constructed to simulate the 

temperature gradients across the envelope of a structure. The 

facility iras built as air tight as possible and it is capable of 

producing temperature differences as great as 60°C (108°F) across a 

thermal barrier. The thermal barrier consis'ts of two removable test 

sections irhich can simulate a two story irall irith a ceiling. The 

irall sect ion has nine different 1 oca tions irhere an idealized opening 

may be mounted into the irall to simulate structural leakage. The 

ceiling section has ou mounting plnte for an idealized opening llnd a 

circular mounting plate irhich irill enable the study of a chimney at a 

later date. Eight straight rectangular openings and six cylindrical 

openings were fabrionted of acrylic sheet (of ten referr~d to as 

' 'pl exi glass' ') • 

Construction of the Tiro Cell Enviromental Chamber 

The base of the chamber has outside dimensions of 4.343 m (14.25 

ft) by 5.918 m (19.42 ft) and the external height is 5.944 m (19.5 

ft) (refer to Figure 4.1). The walls are of double stud construction 

irith a thickness of 31.75 cm (12.5 in). The insulation value of the 

•all is approximately R-42. A construction de tail of a typi.cal irall 

section is provided in Figure 4.2. A continuous polyethylene vapor 

barrier was installed beneath the exterior plyirood of each of the 

four •alls. The vapor barrier of each of tho walls was overlapped a 

-46-
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Figure 4.1 The two cell environmental chamber. 
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4 MIL POLYETHELENE CONTINUOUS 
VAPOR BARRIE:l't S!AL!D S~MS 

3/a• PLYWOOD PAINTED WHITE 

112~ RIGID FOAM INSULATION FOIL 
FACED BOTH SIDES. SEAMS SEALED 
WITH FOIL TAPE (R• 3.8) 

2-Rl9 FIBERGLASS BATTS, KRAFT 
FACED. (RTOTAL• 38)------

Figure 4.2 Detail of the wall construction. 
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minimlllll of 1.22 m (4 ft) at the corners and sealed "ith an adhesive 

sealant. A second continuous vapor barrier ins formed on the 

interior of the chamber by sealing all of the seams and nail boles in 

the foil faced foam board insulation lfith foil tape. The interior 

vertical joint at the corners !fas al so sealed using foil tape. The 

use of the foil faced rigid insulation provided a highly reflective 

finish on the interior of all of the permanent !falls. To minimize 
\ 

the ntDDber of penetrations in the !falls, all electrical outlets, 

Slfitches, and conduit "ere surface mounted on plylfood bases. Any 

penetrations that lfere made were sealed lfith silicone caulk. 

The ceiling •as also insulated to a value of R-42. A detail of 

the placement of the ceiling insulation and the ceiling-ull joint is 

presented in Figure 4.3. A single sheet of polyethylene plastic •as 

spread over the outside layer of ceiling insulation and the edges 

•ere lapped 1.22 m (4 ft) over all four sides of the chamber and 

sealed to the vapor ba;-riers of each of the •alls. The interior 

vapor barrier was made complete by taping the joint bebeen the 

ceiling and the •alls. Tho seams and nail holes in the rigid 

insulation used on the interior of the ceiling 11ere also taped. 

The floor of the enviromental chamber •as constructed of 2 x 6 

ltmber (16 in. O. C.) on a concrete floor (refer to Figure 4.4). The 

cavities bebeen the floor joists !fere insulated •ith R-19 fiberglass 

insulation. The floor section beneath the test •all and the mounting 

coltDDns (refer again to Figure 4.1) was designed and built to support 

the dead load of a concrete block wall. The cavities in this floor 

section 1ere insulated using extruded polystyrene foam board to 

provide a thermal break "i th an R value of about 50. The thermal 
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SINGLE SHEET OF 4-MIL POLYETHE:LENE PULLED 
OVER TOP LAYER OF INSULATION. 4 FT. EDGES 
LAPPED DOWN OVER WALLS AND SEALED TO 
FORM A CONTINUOUS VAPOR BARRIER. 

R-19 FIBERGLASS INSULATION (KRAFT FACED) 
PLACED PERPENDICULAR TO CEILING JOISTS. 
STAPLED ON ONE SIDE TO CEILING JOISTS.---. 

5/8" PLYWOOD TOP PLATE 

1/2" RIGID FOAM 
INSULATION FOIL 
FACED BOTH SIDES 
SEALED W/ FOi L TAPE 
(R-3.8) 

3/8
11 

PLYWOOD PAINTED WHITE 

Figure 4 .3 Cross-sectional view of the ceiling and wall joint. 
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t •FOAM INSULATION, 
FOIL FACED BOTH 
SIDES, SEAMS SEALED 
WITH FOIL TAPE 

r--tt-- f •PLYWOOD BOTTOM 

PLATE 

JOINT SEALED WITH 
SILICONE CAULK 

f PLYWOOD FLOOR 
SEALED WITH 
POLYURETHANE VARNISH 

2 STRIPS OF RUBBER 
WEATHERSTRIPPING PLACED 
BETWEEN BOTTOM PLATE 
AND FLOOR 

SINGLE SHEET OF 4- MIL 
POLYETHYLENE BETWEEN 
PLYWOOD FLOOR AND 
INSULATION , 4 FT. LAPPED UP 
ONTO WALLS ANO SEALED 

2 x 6 FLOOR JOISTS 16 "o.c. FILLED 
WITH R - 19 FIBERGLASS INSULATION 
( KRA.FT FACED ) 
CROSS BRACING AT CENTER SPAN 

Figure 4 .4 Cross-sectional view of the wall and floor joint • 
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break "as installed to prevent excessive heat flo" underneath the 

test "all. A continuous vapor barrier "as placed between the floor 

joists and the plywood floor. The edges of the vapor barrier were 

sealed to the exterior vapor barrier of the "alls in the same fashion 

as described for the ceiling. In order to prevent the leakage of air 

underneath the bottom plate of the "alls, two strips of rubber 

"eatherstripping "ere placed bet"een the bottom plate of the "alls 
\ 

and the flbor. Also. the joint between the rigid foam insulation on 

the "alls and the floor !fas sealed "ith silicone caulk. The joints 

in the ply11ood floor If ere caulked and then the floor ."as painted lfith 

three coats of polyurethane varnish to prevent moisture uptake by the 

!food and to complete the internal vapor barrier. 

An insulated steel access door !fas furnished for each side of the 

enviro11mental chamber. The doors had a foam insulation core which 

was rated R-14 by the manufacturer and each door was equipped lfith 

magnetic seals. An additional 4 inches of foam insulation !fas added 

to the access door of the cold room by gluing polystyrene foam board 

to the inside surface. 

The Cooling System 

The temperature of the cold room was capable of being controlled 

between -32° (-250F) and 1soc (65°F). The cooling was provided by a 

five ton R-502 refrigeration system with a water cooled shell-in-tube 

condensins unit. The refrigeration system "as designed to provide 

7 .03 KW (24,000 B1U/hr) of heat removal at a room . temperature of 

The air handling unit !fas equipped lfith a fan that delivered the 

design air flow rate of 2.12 mJ/s (4,500 . cfm). This was equivalent 
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to 2.6 complete air changes per minute. The fan. the duct •ork and 

the evaporator 1rere insulated 1rith rigid foam insulation {R = 3 .8). 

The entire air handling system 1ras housed in a 1rooden frame con

structed of 2 x 6 lmnber and insulated 1rith fiberglass batts {R = 

19). The motor 1rhich drives the fan 1ras mounted out side of the 

housing. 

The refrigerated air entered the cold room by 1ray of a 

penetration in the 11all and the air 1ras discharged into a duct with a 

cross-section of 0.30 m (1 ft) by 1.83 m (6 ft). The air f191r was 

directed up1rards by means of a turning vane. At the point of 

discharge into the plenllD, the air supply duct was as 1ride as the 

interior of the building and the cross-sectional dimensions 1rere 0.15 

m {0,5 ft) by 3.66 m (12 ft). The plenm. was permanently built into 

the ceiling and it measured 1.83 m (6 ft) by 3 .66 m (12 ft) by 0.61 m 

(2 ft) deep. A front view of the air supply duct is sho1rn in Figure 

4.5. The air supply duct and the plenllll were constructed of 2 x 2 

framework with 3/8 in plywood forming the interior surface. All of 

the •ood 1ras covered •ith three coats of polyurethane varnish to 

prevent the absorption of moisture. The bot tan of the pl enllll 

conSisted of an air diffusing grid fabricated of sheets of 1.27 cm 

(0.5 in) polyester fiber filter material stapled to a 1rooden frame. 

Two circular fiberglass ducts extended horizontally frcm the front of 

the plenllD to directly supply cooling air to the space above· the 

ceiling of the test section (refer to Figure 4.1). 

The air flow into the plenum was made uniform across the 1ridth of 

the building by means of two large manually adjustable baffles which 

were positioned in the air supply duct below the point · of discharge 
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The refrigeration duct as seen from inside the cold 
room. 
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into the plenum. The effect of the plenum "as to receive the 

r ef ri ge rated a i r at an average velocity of 3 .8 m/ s (7 50 fpn) in the 

horizontal direction and to discharge the air fl 09' in the downward 

direction at a face velocity of about 0.5 ml s (100 fpn) or 1 ess. 

The return duct extended the "idth of the interior of the cold 

room and it had a cross-sectional area of 0 .557 mi (6 ft 2 ). The face 

of the return 9'as covered 9'ith a "ire screen. 

The Heating System 

The warm room was equipped with an electric heater which could 

maintain a room temperature fran 10°C (S0°F) to 29° (84°F). A small 

bl ow er was mounted at the base of the heater duct. The bl ow er "as 

operated continuously at an air flow rate of about 0.061 m3 /s (130 

cfm). Four resistance heating elements were mounted downstream from 

the blower and the heating elements could be either controlled by the 

thermostat or manually. Under manual operation room temperatures of 

43°C (110°F) could be obtained. The output power of the heater could 

be varied infinitely fran 0 to 880 W by means of .four small variable 

voltage transformers (one for each element). A reflective metal 

shield was mounted around the heating elements and perpendicular to 

the direction of air flow to protect combustible materials fran the 

radiant heat. The air flow was directed towards the ceiling where 

the heated air could be uniformly distributed by means of a variable 

speed paddle fan. The heating system is shown in Figure 4.6~ 

The Test Sections 

A removable wall section and ceiling section were constructed 

between the two permanent mounting coltm1ns within the enviromnental 

chamber. Except for the dimensions, the test sections were 
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Figure 4.6 The heating system as viewed from inside the warm room. 
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constructed in the same fashion. The lfall section !fas 3.05 m (10.0 

ft) lfide by 4 .969 m (16.27 ft) tall. The ceiling section measured 

3.71 m (12.17 ft) lfide by 2.79 m (9.17 ft) in . length. Referring back 

to Figure 4.1, it can be seen that the ceiling section is supported 

by the ho mounting col1J111ns as !fell as ho 2 x 6 beams lfhich are as 

!fide as the interior of the chamber. The beam supporting the end of 

the ceiling section opposite the test lfall is fastened to the framing 

of the chamber If all along its entire 1 ength. The other beam is 

positioned about 0.76 m (2.5 ft) from the test lfall. The ends of 

this beam penetrate the !fall finish and they are bolted to the frame 

of the chamber wall. The joints between the test ceiling and the 

permanent chamber walls lfere sealed on all sides using silicone caulk 

and foil tape. On the cold side of the test ceiling an R-23 

insulation barrier was placed at about 0.91 m (3 ft) back. fran the 

test wall. The test coiling ins insulated in a manner similar to 

that shown below for the test wall. 

The construction of the test wall has been presented in Figure 

4.7. All of the cavities, e%cept for the center cavity, were 

insulated to a value of R-23 as shown. Both sides of the center 

section of the wall (and the ceiling) were covered with removable 

foam insulation panels. The panels on the warm side were cut into 

ho pieces. The smaller pieces were hinged to the test !fall by means 

of foil tape and they lfere used to access the center cavity once the 

other panels lfere in place. The center section of the wall and 

ceiling lfere fabricated in this manner to facilitate the mounting of 

pressure taps. 

An enlarged cross-section of the center wall secti-on and the 
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10·-o· 

3/8" PLYWOOD PAINTED WHIT 
SEAMS SEALED W/ C.WLK 

T 
1/2 •RIGID FOAM INSULATION, 
FOIL FACED BOTH SIDES, SEAMS 
AND NAIL HOLES SEALED WI 
FOIL TAPE ( R • 3.8) 

Figure 4. 7 Construction detail of the test wall. 

WARM SIDE 

6.5" 

PENETRATIONS SEALED 
ON THE INTERIOR OF 
THE WALL WITH 
SILICONE CAULK 

COLO SIDE 

PRESSURE TAPS CONSTRUCTED OF -f • 
O. D. COPPER TUBING, APPROXIMATE 
LENGTH z•, FLUSH MOUNTED AT 
OUTSIDE SURFACES 

CROSS SECTION A-A OF THE TEST WALL 

Figure 4.8 Technique used for mounting pressure taps. 
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technique employed to mount the pressure taps is presented in Figure 

4.8. The insulated panels !fere formed by gluing ho layers of 0.5 

inch foam board around a single layer of 0.75 inch extruded 

polystyrene foam insulation. The three layers of insulation board 

lfere also taped together on all edges. 

Once the construction of the If all !fas complete the joint between 

the test !fall and the floor !fas scaled on both sides with a generous 

application of silicone 1 caulk. Any large gaps between the mounting 

coltllDns and the test !fall lferc filled 1rith sprayable foam insulation. 

Then the joints between the collllllns and the test !fall lfere sealed .on 

both sides using silicone caulk. The vapor barrier on the !farm side 

of the test sections !fas made continuous by sealing all penetrations 

lfith silicone and sealing all seams in the foil faced insulation lfith 

foil tape. 

The test sections "ere built in such a !fay as to allolf an 

idealized opening to be mounted in ten vertical locations. Nine of 

the ten mounting locations were in the test !fall and one !fas in the 

test ceiling. A circular mounting plate for a chimney was also 

provided in the ceiling for a future study. 

In order to measure the pressure difference across the test 

sections as a function of elevation, pairs of pressure taps were 

positioned at twenty different locations. A schematic of the test 

sections depicting the positions of the mounting plates and the 

differential pressure measurements is given in Figure 4.9. The pairs 

of pressure taps mounted in the ceiling were considered to be at an 

elevation of 4.959 m (16.27 ft). A vielf of the test ull from the 

cold room is sholfn in Figure 4.10. 
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Figure 4.10 The test wall as seen from the cold room. 
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Figure 4.11 provides a detailed illustration of the method used 

to install the mounting plates for the idealized openings. The 

technique used to cl amp an opening to the mounting pl ate has been 

depicted in Figure 4.12. Inspection of both of these figures reveals 

that the openings were clamped to the mounting plate using six 

carriage bolts. The tightening of the plywood clamps not only held 

the centerline of the opening at the correct elevation but also 

created a seal petween the ply.,.ood plate and the idealized opening by 

compressing the foam rubber weatherstripping. The foam rubber was 

glued around the perimeter of the opening in the mounting plate. 

Extra pieces of weatherstripping were overlapped at the seams to 

attempt to create a continuous seal. The elevation to mount the 

centerline of an opening was marked on each end of the mounting 

plates. Using these marks as a guide, the centerline of tho 

idealized openings could be consistently pl aced at the correct 

elevation to within approximately± 0.318 cm (0.125 in). The joints 

between the mounting plates and the test sections "ere sealed as 

noted in the illustrations. 

Fabrication and Description of the Idealized Openings 

Eight straight rectangular openings and six cylindrical openings 

were t"abricated for use in the experimental investigation of the 

neutral pressure a.xis. All of the openings were fabricated of 6 .25 

mm (0.246 in, 1/4 in nominal) acrylic sheet. The uncertainty of the 

dimensions was approximately± 0.25 mm (0.01 · in). 

A detailed de script ion of the rectangular openings is shown in 

1. 
Table 4.1. The slot thickness, d, ranged frcm 0.8 mm (0.03 in) to 

16.0 mm (0.63 in) and the flow lengths, z, "ere in the range of 12.7 

- J 
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f" PLYWOOD 

PAINTED 
WHITE 

JOINT SEALED WI 
SILICONE CAULK 

f" PLYWOOD MOUNTING PLATE 
SEALED W/POLYURETHANE 
VARNISH 

COLD SIDE 

- - - --====-=-===~ 

WARM SIDE 
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ANO TAPED 

FOAM RUBBER WEATHER STRIPPING 
BETWEEN THE OPENING ANO THE 
MOUNTING PLATE 

FOIL FACED FOAM INSULATION ( R = 3.8) 

Figure 4.12 Technique used to mount an opening in the test sections. 
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ID. 

A 
B 
c 
D 
E 
F 
G 
II 

d 

(mm) 

0.8 
1. 7 
2.0 
3.3 
6.3 

12.9 
13.4 
16.0 

ID. 

x 
y 

z 

. · .. 

Table 4.1 
Dimensions and Geometric Parameters of 

the Rectangular Openings 

z .. A a. B y (Ay) z/Dh 
d0-4 Cm-l) -5 

(mm) (mm) (cm 1 ) dO (m) 

25.4 500.1 4.00 0,0016 95.8 6.55 0.026 15.9 
50.8 500.1 8.50 0.0034 95.6 6.95 0.059 14.9 
12.7 500.1 10.00 0.0040 95.6 32.68 0.327 3.2 
44.S 500.1 16.50 0.0066 95.3 15.36 0.253 6.7 
88.9 499.3 31.45 0.0126 94.7 14.60 0.459 7.2 
50.8 498.5 64.31 0.0259 93.2 51.98 3.343 2.0 

152.4 500.1 67.01 0.0268 93.1 17.91 1.200 5,8 I 

123.8 soo.1 80.02 0.0320 92.6 26 .21 2 .097 4.0 °' UI 
I 

Table 4.2 
Dimensions and Geanetric Parameters of 

tho Cylindrical Openings 

Number of D :z: A y (A y) z/Dh 
Openings 2 xl0-4 {m-1! -s 

(mm) (mm! {cm ! .x10 { m! 

2 6.4 50.8 0.32 979.05 0.313 7.9 
2 12.7 50.8 1.27 979.05 1.243 4.0 
2 50.8 50.8 20.27 979.05 19.845 1.0 



'., 
-l 

1 

-66-

mm (0.5 in) to 152.4 mm (6.0 in). All of the openings had a width, 

vr, of about 500 mm ( 19. 685 in). 

These dimensions gave a range of aspect ratio, a, from 0.0016 to 

0.032 and a range of dimensionless flow length, z/~, from 2.0 to 

15.9. As was stated previously, the aspect ratio describes the 

cross-sectional geometry of a rectangular opening. The magnitude of 

the dimensionless flow length is an indicator of the relative 

importance of the contribution of the flow ' length to the total 

dimensionless pressure drop (refer to equation 3.17). An opening 

with a very small dimensionless flow length would be expected to 

contribute a negligible friction loss and behave as an orifice. 

Openings with relatively large values of z/I>Ji would contribute a 

more significant friction loss characteristic of laminar flow through 

a pipe. Furthermore, the openings with small aspect ratios (slots A 

through D) are considered the most characteristic of structural 

leakage in a residence. The rectangular slots with larger aspect 

ratios (and smaller z/Dh) are more representative of natural 

ventilation. In particular slot F (a = .0259; z/~ "" 2.0) may be 

expected to behave in a manner similar to a window which has been 

slightly raised. 

A typical profile of the construction of a rectangular opening 

was presented previously in Figure 3.1. The sawn edges of the 

acrylic sheet were milled to produce a smooth edge as well as to oven 

up the dimensions. It should be noted that the ends of the slots are 

closed. 

l· 
Even though the majority of the openings in the envelope of a 

structure are of rectangular cross-section, a few cylindrical 

_] 
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openings were included in the study. The dimensions and the geo-

metric parameters of the cylindrical openings are presented in Table 

4.2. Three different diameters (D) were used and all of the openings 

had a flo" length equal to S0.8 mm (2.0 in}. As a result, the 

dimension! ess fl o" length, z/Dh, "as in the range of 1 to 7 .9. 

The cylinders identified as X and Y "ere fabricated by drilling 

successively larger holes in a block of laminated acrylic sheet until 
\ 

the desired diameter was obtained. To obtain a diameter of 50.8 mm 

(2.0 in), a pilot hole was drilled in a laminated block of plexiglass 

and the diameter "as enlarged on a milling machine using a boring 

tool. Two openings were fabricated for each diameter to give a total 

of six cylindrical openings. The openings X2 and Y2 "ere drilled 

side by side in the same block. of material. 

InstrlllJl enta ti on 

In order to to st the validity of the mass balancing procedure to 

compute the location of the neutral pressure axis, the differential 

pressure profile due to the stack. effect and the psychrcmetric data 

to compute the air properties were measured. The air properties 

required to compute the mass fl ow rate through an idealized opening 

are the density, the dynamic viscosity and the kinematic viscosity. 

The dynamic viscosity, µ, is.a function of the air temperature 

alone. The density, p, is a function of the local baranetric 

pressure, the temperature and the moisture content of the air. The 

kinematic viscosity, II, may be determined fran the dynamic viscosity 

and the density. To calculate the air properties, the measurements 

required "ere the local barometric pressure, the dry-bulb 

temperature, and the wet-bulb temperature (for the "arm air) or the 
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de"point (for the cold air). The relationships used to compute the 

~ l air properties frcm the data are provided in Appendix C. The 

experimental setup is shown in Figure 4.13. All of the measurements 

"ere taken frcm the "arm side. 

T"enty pairs of static pressure taps were installed in the test 

sections at the elevations indicated. The pressure taps "ere about 

50.8 mm (2.0 in) in length and they "ere fabricated of 3.18 mm (0.125 

in nominal, O.D.) copper tubing. All rough edges caused by cutting 

the tubing were filed smooth. A long piece of flexible, clear, PVC 

tubing "ith an outside diameter of about 3 .18 mm (0.125 in) us 

pushed onto the end of the pressure taps (refer to Figure 4.8). The 

PVC tubing fit the copper tubing very tightly and the tubes for each 

pai.r of pressure taps were of the same length. Each pair of tubes 

was lightly twisted together and taped at several interrals. This 

enabled a pair of tubes to be routed together and any variations of 

lemperature in the environment surroundin& the tubes would not affect 

the differential pressure reading. Each pair of tubes came out of 

the test wall cavity (refer to Figure 4.7) at the elevation of 

placement (refer to Figure 4.9) by way of a small hole in the 

insulated panel on the warm side of the test wall. The tubes were 

routed down the surface of the test wall to the pressure transducer. 

The penetrations in the insulation panel were sealed around the tubes 

with silicone caulk and the tubes were taped to the test wali with 

foil tape. 

Initially, the tubes were routed to the pressure transducer 

individually within the cavity of tho test wall. The temperature 

variations within the wall cavity interfered "ith the pressure 
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Figure 4.13 1b.e experimental setup as seen from the warm room. 
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measurements so they "ere moved to the "arm side of the test "all. 

A single differential pressure transducer was used to measure the 

pressure difference at each elevation. Eighteen of the tlfenty pairs 

of tubes 1tere attached to the transducer by means of a manual 

Hitching valve (Scanivalve Type W1260 Fluid Wafer Switch) • The 

remaining t"o pairs of tubes 1tere attached directly to the transducer 

when a measurement "as desired. The differential pressure measure-

ments were taken using an MKS Baratron (type 77H-10) pressure meter 

which has a resolution of 0.013 Pa (0.0001 mm Hg), 0.027 Pa (0.0002 

mm Hg) and 0.133 Pa (0 .001 mm Hg) on the three seal es used. 

The standard barometric pressure "as obtained on an hourly basis 

from the Kentucky Weather Wire Service, Bluegrass Airport, Lexington, 

Kentucky located approximately 11 miles fran the test chamber. The 

elevation of th• l 11boratory in the Agricultural Engineering building 

is 304.8 m (1000 ft) above sea level. The local baranetric pressure 

"as determined by subtracting 3556 Pa (1.05 in Hg) fran the standard 

barometric pressure reading. 

According to the literature cited (ASHRAE, 1985; FmHiler, 1926; 

Lee et al. 1985), the mean internal and external temperatures are 

sufficient to estimate pressure differences due to the stack effect 

if the elevation of the neutral pressure axis is kno1tn (ref er to 

equation 2.11). Emswiler (1926) theorized that if the temperature 

"ithin a building increased •ith elevation then the NPA •ould be 

displaced slightly towards the ceiling. Therefore, it "as desired to 

not only take measurements to estimate the mean temperature of each 

room but also to measure the variation of temperature with respect to 

elevation. A temperature measuring cable "as suspended about 0.76 m 
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(2.5 ft) from the center section of each side of the test ull. A 

total of nineteen individual temperature measurements were taken 

which allowed the computation of ten temperature differences. 

Thermocouple nlllDber 9 was used with number 18 to determine the 

temperature difference at the height of 4.877 m (16.0 ft) and with 

nmber 19 to determine the temperature difference across the test 

ceiling. Thermocouple number 19 was suspended from the ceiling of 
\ 

the chamber and was used to measure the cold air temperature above 

the test ceiling. Thermocouples 1 and 10 measured the temperatures 

near the floor at an elevation of approximately 5.08 cm (2.0 in). 

The remaining eight pairs were equally spaced at intervals of about 

0.610 m (2.0 ft). The thermocouple wires fran the cable in the cold 

room were passed through a single penetration in the insulated 

pan.els to the warm room where all nineteen temperatures were recorded 

using an Esterline Angus model PD2064 programmable data logger. The 

uncertainty of the temperature measurements was estimated to be 

.±,0.6°C (1°F). The thermocouple penetration through the test wall was 

sealed on both sides with silicone caulk • 

In addition to the room temperature measurements previously 

de scribed, two additional thermocouples were installed in each room. 

In the warm room. a thermocouple was taped near the center of the 

wall across from the door (refer to Figure 4.1) at about 2.43 m (8 

ft) above the floor. A second thermocouple was placed directly above 

the access door and about 0.61 m (2 ft) below the ceiling. The other 

two thermocouples •ere installed in the cold room in approximately 

the same corresponding locations. The wires were routed in the same 

fashion as described for the other temperature measurements in the 
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1 cold room. All four pairs of thermocouple leads 111ere passed through 

a small hole in the 1rall of the 1rarm chamber next to the access door 

and sea.led. The four temperature measurements 1rere read outside of 

the two cell enviromental chamber using an Omega 2176 multipoint 

digital thermc.meter. 

Originally, the thermocouples to measure the two room 

temperatures as a function of elevation 1rere mounted in the test 

sections in a manner Similar to that described for the pressure 

taps. The main difference 11as that the thermocouple bu! bs protruded 

about S .08 cm (2.0 in) out fran the 11all on each side. During the 

testing of the instrtmentation it 11as determined that these 

thermocouples 1rere significantly influenced by the heat transfer 

through the wdl. Comparison of the temperatures indicated by the 

digital thermaneter with the measurements very near the test sections 

showed that the measurements on the •arm side of the test 11alls were 

consistently less than the average room temperature. The measurements 

on the cold side of the test 11all were consistently greater than the 

mean room temperature. As a result, the thermocouples mounted on the 

cables •ere substituted. 

During operation of the refrigeration system, the air exiting the 

evaporator coils is very close to saturation. Therefore, a 

thermocouple placed downstream frcm the evaporator •ould indicate a 

close approximation of the deirpoint temperature (Figure 4.14). 

Recalling that the air handling system provides 2.6 complete air 

changes per minute, the de• point measured do11nstream frcm the 

evaporator is al so a close estimate of tho de11point 11 i thin the cold 

room. If the baranetric pressure, the dry bulb temperature and the 

J 
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dewpoint temperature are known then the air properties may be 

calculated (ASHRAE, 1985). The dewpoint temperature was read with 

the Omega digital thermcmeter. 

The wet-bulb temperature was required to calculate the air 

properties of the warm air. The wet-bulb temperature was determined 

for tho warm room using a mechanical wet-bulb psychrcmeter. The 

un,certainty of the measurement was ±. 0.6°C (.± 1°F). 



Chapter S 

SENSITIVITY ANALYSIS OF THE DISCllARGE OOEFFICIENT OOUATION 

A detailed sensitivity analysis 1ras performed on the discharge 

coefficient equation which lfas derived frcm the dimension! ess energy 

equation for laminar flolf through any type of rectangular or 

cylindrical opening (equation 2.17). The discharge coefficient 
\ 

equatioI:t 1ras given in equation 3.26 and it has been restated belolf 

along 1rith several defining expressions for convenience. 

_1 _ = ~-----_..;;;2=K=-------

C i [l 128 K /J. P JO .S z + (A y) :i -1 
P vi 

If here; c = z the discharge coefficient for 

(Ay) =the area-gamma product (m), 

A= the cross-sectional area Cm2>. 

+ K . 

real laminar flo"• 

r = a gecmetric parameter "hich describes the three dimen-

sional scale of an opening (m-1), 

AP = the total pressure drop across an opening (Pa). 

K = the total minor loss coefficient, 

p = the fluid density (kg/.,?). 

II = µ/p = the kinematic viscosity crd2/s), and 

µ = the dynamic vis co si ty (N • s/m2). 

The definition of gamma for a rectangular cross-section of 

aspect ratio 1ras given in equation 3.24 as: 

r = 

where; 

a 
Bz(l + aP 

d 
a = - = the aspect ratio, 

" -75-

any 
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B =the friction coefficient= 96.0 - 106.67a (eq. 3.30), 

d = the thickness (m), 

w = the width (m), and 

z = the fl ow length (m). 

Equation 3.29 gave the definition of gamma for a circular 

cross-section as follows: 

y 
1 

and 
B n z 

B = 64. 

The <1ischarge coefficient (Cz) may be viewed as a total dimexr 

sionless flow resistance and is described by the following functional 

statement: 

Cz = f [ (Ay), fl.P, K, µ, pl 

'Iht: total geanetric contribution to the flow resistance of an 

opening may be described by the area-gamma product (Ay). It can al so 

be shown that the dimensionless friction loss, B(z/DhRe), may be 

written as follows: 

Dimensionless friction 
v 

4Qy 

As a result, the geanetric component of the dimensionless friction 

loss of an opening may be described by the gecmetric parameter 

gamma. Furthermore, for a given total minor loss coefficient and set 

of air properties, any two openings which have the same value of (Ay) 

would also have the same discharge coefficient for a particular 

pressure drop. 
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Discharge coefficients 11ere computed for a large range of (A"() at 

pressure differences 11hich are typical of infil tr a ti on in residences. 

A total minor loss coefficient of 1.5 was used based upon the experi-

mental results presented by Etheridge (1977). The variation of the 

discharge coefficient with respect to (Ay) and the pressure dif-

ference has been sho1Vn in Figure 5 .1. The following observations may 

be confirmed frcm the figure and the defining equtions of gamma. 

1. As the value of (Ay) decreases the discharge coefficient 

also decreases. This indicates a greater resistance to 

2. The dimension! ess energy equation 11as given in terms of the 

squared inverse of the discharge coefficient (equation 3 .20) 

as: 

+ K. 

For the case of an orifice (z=O) the value of l/Cz~ is equal 

to the total minor loss coefficient. Inspection of the 

:_ · .. discharge coefficient eqution indicates that as the value of -

.... (Ay) increases the first term on the right side of the 

equation approaches zero which yields the same result. 

Consequently, a total minor loss coefficient of 1.5 sets the 

ma:dmt1111 value of the discharge coefficient at 0.816. 

Therefore, openings with large values of (Ay), such. as 10.0 x 

10-5 m, behave 1 ik.e an orifice. 

3. If the cross-sectional geanetry of an opening is held constant 

then the magnitude of (Ay) will decrease as the flow length 

increases. As a result, small values of (Ay}, such as 
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0.010 x 105 m, indicate laminar pipe flow. 

4. Values of (Ar) between 10.0 x 10-5 and 0.010 x 10-5 m 

represent short pipes which are at various points of 

transition between a long ·pipe and an orifice. 

5. If the area and the flow length of a rectangular opening are 

held constant then the magnitude of (Ar) will decrease as the 

aspect ratio decreases. Hence, long thin rectangular slots 
\ 

have a greater resistance to flow due to their cross-sectional 

geanetry than square or cylindrical openings. 

6. For pressure differences between one and fifteen Pascals the 

discharge coefficient can vary by as much as a factor of three 

for a particular value of (Ar). 

7. If the opening beneath an exterior entrance is modeled as a 

rectangular slot with a thickness (d) of 2.1 mm (0,0827 in), a 

width (w) of 91.44 cm (3 ft), and a flow length (z) of 4.445 

cm (1.75 in) then the area-gamma product is 0,10 x 10-5 m. 

The discharge coefficient for the opening would range fran 

0.34 at a pressure drop of 1.0 Pa to 0.64 at a pressure drop 

of 15.0 Pa. The effective leakage area as given in equation 

3 .1 is equal to the product of the discharge coefficient and 

the area. As a result, the effective leakage area of this 

opening would vary frcm 6 .60 cm2 to 12.21 e:m2 (a factor of 

1.85) over the range of differential pressures comnion to 

residences. Therefore, tho concept of an effective leakage 

area is not adequate to describe the flow resistance of a 

building component. The inadequacy arises frc:m the neglect of 

tho flow length. 
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The variation of the discharge coefficient induced by a large 

variation in the air properties is presented in Figure 5 .2. The 

difference in the air properties indicated in the figure corresponds to 

a variation in air temperature frcm approximately -25°C (-13F) to 

23°C (730F). This 48°C (86°F) increase in temperature us 

equivalent to a 19.8 percent decrease in density and a 27.4 percent 

increase in kinematic viscosity. 

The greatest change in <; 1ras for the opening described by an 

(Ar> of 0 .026 x 10-5 m. At a pressure difference of 15 .O Pa, the 

large decrease in air properties resulted in a decrease in <; fran 

0.346 to 0.292 (15.6~). For an (Ar) of 0.459 x 10-5 m the variation 

in the air properties resulted in a decrease in <; 19hich ranged frcm 

1.7 percent at 2.0 Pa to 1.3 percent at 15.0 Pa. Since openings 1rith 

small values of (Ar) have a significant friction loss, it 19as concluded 

that the degree of variation in <; 1rith respect to a change in the 

air properties is directly proportional to the relative importance of 

the friction loss. A variation in the air properties would have no 

effect on the discharge coefficient of an orifice (B(z/DhRe) = 0). 

Furthermore, it was concluded that small changes in the air properties 

1rould have an insignificant effect on the magnitude of Cz· 

The influence of the variation of the total minor loss coefficient 

(K) on the discharge coefficient has been described in Figure 5 .3. The 

discharge coefficients were computed over a range of (Ay) ftan 0.025 x 

10-5 to 25 .O x 10-5 m. For a square edged or if ice the minimum 

value of K would be expected to be 1.5. The total minor loss 

coefficient was varied fran 1.5 to 1.8 to yield a 20 percent variation 

in K. The variation of the total minor loss coefficient 19as normalized 
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as the percent difference from K equal 1.5. The resulting variation in 

the discharge coefficient was normalized as the percent difference f rem 

Cz computed using K equal 1.5. Pressure differences of 1.0 and 8.0 

Pascals were chosen because it was clear frcm Figure S .1 that the 

greatest variation of the discharge coefficient occurred for pressure 

differences in this range. Also, it was estimated (using equation 

3 .31) that the pressure differences induced by the stack effect would 

be within this range for a two story residence, 

It was determined that a 20 percent variation in the total minor 

loss coefficient could induce a variation in the discharge coefficient 

from 0.3 to 8.7 percent depending upon the magnitude of (Ay) and the 

pressure difference. The following additional observations are 

apparent frcm the results presented in Figure S .3. 

1. As the total minor loss coefficient was increased the 

discharge coefficient decreased. 

2. The greatest variation of Cz occurred for the opening 

described by an (Ay) of 25.0 x 10-S m. This opening 

represented an orifice and the discharge coefficient was 

primarily a function of K (i.e. Cz =~l/X:). 

3. As the value of (Ay} was decreased from 25.0 x 10-5 m to 

0.025 x 10-S m the degree which the discharge coefficient 

was affected by a variation in K decreased. The magnitude of 

the pressure difference al so began to influence the· variation 

of Cz as (Ay) was decreased. Therefore, openings with 

relatively large friction losses are less influenced by 

variations in the total minor loss coefficient and more 

influenced by variations in the pressure difference. 
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4. The magnitude of the pressure difference exerted the greatest 

influence on the variation of <; for an (Ay)) of 0.25 x 

10-5 m. Reference to Figure 5.1 indicated that this opening 

had the sharpest increase in the discharge coefficient with 

respect to Af>. 

The only parameter in the discharge coefficient equation which 

could not be obtained from measurements "as the total minor loss 

coefficient (K). Therefore. an appropriate value was selected based 

upon the values presented in the literat"Dre and judgement. 

The dimensions and geometric parameters of the rectangular openings 

used in the experiments "ere given in Table 4.1. The dimensionless 

flo" length (z/Dh) of the rectangular openings ranged frcm 2,0 to 

15.9 and the values of (Ay) ranged frcm 0.026 x 10-5 to3.343 x 

10-S m. It was stated previously that Etheridge (1977), nperi-

mentally determined that the average value of K was 1.5 for a set of 

nea.r infinite straight rectangular openings. The data used by 

Etheridge was presented earlier by Hopkins and Hansford (1974) and the 

only slot dimensions given were the thickness (d) and the flow length 

(z). The aspect ratio (a.= d/w) was ass1J1Ded to be zero and the width. 

"• "as not reported. Using the dimensions given and an aspect ratio of 

zero, it was determined that the minor loss coefficient of 1.5 was 

determined from a set of rectangular slots with dimensionless flow 

lengths fran 0.3 to 25 (Dh • 2d). The relationship to compute the 

area gamma product for the case of zero aspect ratio was given in 

e qua ti on 3 • 2. 7 as : 

(Ay) =~ 
96 z; 
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As a result, the slots used by Etheridge had values of (Ar) in the 

approximate range of 0.021 x 10-5 to 17.36 x 10-5 m. 'Iherefore, 

a total minor loss coefficient of 1.5 was used for all of the 

rectangular openings in this study. 

From Table 4.2, it can be seen that the largest cylindrical 

opening (Z) had a dimensionless flow length of 1.0 and an (Ar) of 

19.845 x 10-5 m. It is clear frcm the sensitivity analysis that 

this cylindrical opening closely approximates an orifice. 'Ihe total 

minor loss coefficient of an orifice is best estimated as the Stml of 

the inlet and exit losses. Since this opening had a square edged 

inlet the total minor loss coefficient was assmed to be 1.5 (Fox and 

McDonald, 1978; ASHRAE, 1985). 

The dimensionless flow lengths for openings X and Y were 7 .9 and 

4 respectively and the values of (Ay) Hre 0.313 x 10-5 for X and 

1.243 x 10-5 for Y. No experimentally determined values for the 

total minor loss coefficients were found in the literature that were 

directly applicable to these two openings. Theoretically the total 

minor loss coefficients of these two openings would be the SllD of the 

minor losses due to the inlet and exit losses plus the losses due to 

hydrodynamic developnent. Since all of the openings have square 

edged inlets the total minor loss coefficients of these two openings 

would be 1.5 pl us any loss due to hydrodynamic devel opnent. 

The magnitudes of (Ar) for the openings X and Y indicates that 

they may be classified as very short pipes. It is doubtful that a 

significant degree of hydrodynamic developnent would occur for either 

opening. Furthermore, the greatest amount of developaent would occur 

at the lowest pressure differences. At the low pressures associated 
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with infiltration due to the stack effect. a 20 percent error in the 

estimate of the total minor 1 oss coefficient would not be expected to 

induce a significant error in the calculation of the mass flow rate 

for very small openings • 

The results of the sensitivity analysis given in Figure S.3 

indicated that for values of (A1) between 0.230 x 10-5 to 2.SO x 

10-5 m a 20 percent error on the total minor loss coefficient would 

\ 

yield a decrease in the discharge coefficient in the range of 7 to 8 

percent. Therefore the computed mass flow rate would be 

overpredictcd by 7 to 8 percent. 

The mass flo" rate was computed using a K of 1.5 for openings X, 

Y. and Z at a pressure difference of 4.0 Pa (p = 1.2767 kg/-a?; 11= 

1.3193 .... 10-5 ?/ s) • Th ul . fl t . .. m- e ros ting mass ow ra es are given as 

fallows: 

for X 

for Y 

for Z 

m = 7.04 x 10-5 kg/s (0.12 cfm); 

m = 3.174 .J: 10-4 kg/a (0.53 cfm); and 

m = 5.275 % 10-3 kg/s (8.75 cfm). 

Considering the magnitudes of the mass flow rates for X and Y. a 

7 or 8 percent overprediction of the mass flo" rate would not 

constitute an appreciable error. Comparison of the size of the mass 

flow rates through openings X and Y relative to the mass flow through 

opening Z suggested than an 8 percent overprediction of the mass 

flo"s through X and Y would not induce a significant error in the 

prediction of the elevation of tho NPA using the mass balancing 

procedure. 

From. the sensitivity analysis it was deteminod that the two 

parameters which cause the greatest variation in the discharge 



:·· 
:· 

·" 

"· .. 

-87-

coefficient are the pressure difference and the area-gamma product. 

Tiie variation of the air properties induced the least variation in 

the magnitude of the discharge coefficient. Based upon the results 

presented in Figure S .3 and the information available in the 

literature cited, a total minor loss coefficient of 1.5 was chosen to 

be used with all of the cylindrical and rectangular openings in the 

mass balancing procedure. Furthermore. tho properties of the air 

flowing through each opening will be computed fran the temperature 

data at the elevation of each opening. 

·: · .. 



Chapter 6 

EXPERIMENTAL DESIGN AND PROrnDURE 

Experimental Design 

A series of experiments were performed in the two cell 

enviro:rmental chamber to further investigate the factors which 

influence the location of the neutral pressure axis (NPA) and to test 

the mass balancing procedure of computing the position of the NPA. 

As was discussed in the review of the literature, the main factors 

which affect the location of the NPA for a particular opening 

distribution are the relative size of the individual openings, their 

vertical distribution and their resistance to flow (Emswiler, 1926; 

Lee et al. 1985). The effect of internal temperature stratification 

was only addressed by Emswiler (1926) on an analytical basis and in 

previous experimental studies it was neglected entirely. Further

more, the variation of the mean temperature and the horizontal 

distribution of the openings are not believed to influence the 

elevation of the NPA for a particular opening distribution (Lee et 

al. 1985). A potential factor which has not been included in a 

previous itIVestigation is the orientation of an opening in the 

ceiling which discharges air into a semi-enclosed space such as an 

attic. The opening in the test ceiling has boon included to simulate 

this type of situation. If the air flow fran tho warm room signifi

cantly warms the space above the test ceiling then the elevation of 

the neutral pressure axis may be affected. 

In an effort to make the present investigation as comprehensive 

-88-
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as possible, the parameters varied "ere: the total leakage area 

mounted in the test sections, the vertical distribution of the 

openings, the size of the individual openings, the gecmetry of the 

openings, and the mean temperature difference. The gecmetry of the 

openings used varied according to the cross-sectional gecmetry and 

the flo" length as sho"n in Tables 4.1 and 4.2. It has been shown 

that a variation in the geanetry as "ell as the total pressure drop 
\ 

across an opening induces a variation in the flow resistance, or 

discharge coefficient, of an opening (Chapter 5). The stratification 

of temperature on both sides of the test sections was observed via 

the temperatures measured with the thermocouples indicated in Figure 

4.14. 

Several groups of openings at various vertical placements and 

differential temperature conditions were included in the study. A 

total of sixteen treatments were defined. The design of twelve of 

the treatments is described in Table 6.1. There were two primary 

purposes of the experimental design. The first objective was to 

determine · if the variation of the mean temperature difference across 

the test sections has an influence on the position of the neutral 

pressure axis. Three mean temperature conditions classified as high, 

medium and low were used. Ranges of mean differential temperatures 

were used instead of exact temperature differences due to the 

limitations of the heating and cooling controls. The second 

objective was to ascertain if the placement of an opening in the 

coiling has any intrinsic effect on the position of the NPA. In 

addition, it can be seen in Table 6.1 that the total opening area of 

the opening distribution identified as Group 2 (G2) is roughly three 
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Table 6.1 
Opening Groups and Placements Used to Investigate 

the Effects of Variation of AT and the Placement of an 
Opening in the Ceiling. 

GROUP 1 - Gl GROUP 2 - G2 PLACEMENT PLACEMENT 
H1 H2 

A (Ay) ID. A (Ay) h h 
2 (cm ) d0-4 Cm-l) 2 (cm ) -5 

xlO ( m) (m) ( m) 

8.50 0.059 E 31.45 0.459 4 .877 3.658 
31.45 0.459 H 80.02 2.097 2 .438 4.959. 
16.50 0.253 F 64 .31 3.343 0.152 0.152 

- - - - - - - - - - -
56 .46 cm 2 l:A =:: 175.78 cm 2 

• • An opening placed in the coiling. 

N01E: Each of tho defined opening groups were combined with the two vertical 
placements. Also, each opening group and placement combination was used 
with three ranges of AT. This gave twelve treatments. 

---- - .. - ·---
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times greater than the total opening area of Group 1 (Gl). 

The other four treatments are defined by the opening groups and 

placements presented in Table 6.2. All of these experiments. were 

performed at a mean differential temperature of about 35-40°C 

(63-7 5°F). The objective was to test the application of the mass 

balancing procedure for a wide range of opening distributions, 

geometries, and total opening areas. 

The tlto opening groups presented in Tab! e 6 .2a \(RECl and REC2) 

only differ by one opening. The cross-sectional area of opening F is 

greater than opening A by a factor of about 16. Comparison of the 

results of these two treatments should indicate the importance of the 

relative size of the openings in a distribution. 

The opening distributions displayed in Table 6.2b provide a 

direct comparison of geometric extremes. The distribution labeled 

CU. contained cylindrical openings exclusively. The treatment 

labeled CU.REC consisted of openings with circular cross-sections and 

rectangular openings of small aspect ratio (0.004 and 0.0066). 

:· Another unique element of these treatments is the positioning of two 

openings at the same elevation. The cylindrical openings X2 and Y2 

were drilled side by side in the same laminated block of acrylic. 

Al so, the total opening areas of each of these distributions were 

very small. 

During the initial testing of the instrumentation, sever'al trials 

of differential pressure profiles were taken of the test sections 

alone. Each mounting location on the test section was covered with 

an insulated plywood plug plate. The plugs were mounted using a 

method analogous to that shown in Figure 4.12. For each trial a 

,1 
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Table 6 .2 
Opening Distributions and Placement of Four Treatments 

Defining Additional Variations of Opening Geometry 
and Placement. 

Table 6.2a 

.iT = 35-400C 

REC 1 REC 2 PLACEMENT 
\ 

\ 

ID. A (Ay) ID. A (Ar) h 

( cm2) -5 
xlO (m) ( cm2) -5 

xlO (m) (m) 

c 10.00 0.327 c 10.00 0.327 4 .959•· 
F 64.31 3.343 A 4.00 0.026 3.657 
D 16.50 0.253 D 16 .so 0.253 2.438 
E 31.45 0.459 E 31.45 0.459 0.152 
- - - - - - - - - - - - - - - -

IA= 122 .26 cm 
2 ~A = 61.95 2 

cm 

*An opening pl aced in the ceiling. 

Table 6.2b 

AT = 35-4ooc 

en. CTI.REC 
ID. A (Ay) h ID. A (Ay) h 

(cm2) -4 xlO (m) (m) (cm )2 xlO (~) (m) 

X2 0.32 0.313 4.877 c 10.00 0.327 4.877 
Y2 1.27 1.243 4.877 Yl 1.27 1.243 3.658 
Yl 1.27 1.243 3.658 D 16.50 0.253 2.438 
Xl 0.32 0.313 2.438 Y2 1.27 1.243 0.152 
Z1 20.27 19 .845 0.152 X2 0.32 0.313 0.152 
------- ------
~A= 23 .45 cm 2 ~A = 29.36 2 

cm 

Note: X2 and Y2 were drilled in the same block of plexiglass. 
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neutral pressure axis ins observed at an elevation above the floor. 

This gave evidence of leakage in the facility. Many attempts were 

made to locate the source of leakage and eliminate it. Extra foil 

tape was applied at seams in the interior finish "hich appeared to 

have pulled a"ay fran the surface. The access door of the cold room 

was covered with a sheet of polyethylene plastic and sealed to the 

exterior •ith duct tape. Like•ise, each opening mounting location 

•as covered •ith a piece of heavy plastic and sealed to the test •all 

(or ceiling) •ith foil tape •henever it •as not in use. This can be 

seen in Figure 4.13. All attempts to totally eliminate the leakage 

in the environmental chamber •ere unsuccessful. The only effect was 

to vary the position of the NPA observed. The position of the NPA 

changed as the leakage characteristic of the enviromnental chamber 

•as changed by the attempts to completely seal the facility. The 

leahge inherent to the two cell environmental chamber •as termed the 

background 1 eakage. A typical differential pressure profile when a 

AT of 30°C existed across the test sections is shown in Figure 6 .1. 

In order to take the back.ground leakage into account in the 

prediction of the NPA by the mass balancing procedure, four treat

ments were added to the experiment. The differential pressure 

profile of the background leakage •as observed at the four ranges of 

differential temperature conditions used by the other 16 treatments. 

These treatments were termed the no cracks situation (NC). ·The 

twenty treatments have been st1DJDarized in Table 6.3. Each of the 

twenty treatments was replicated three times. 

Experimental Procedure 

The presence of the back.ground leakage was not the only 
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A typical differential pressure profile observed for the 
background leakage. 
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PLACEMENT 

COMB IN AT IONS 
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Table 6.3 
Combinations of Opening Group, Placement, and-

Temperature Conditions 

TEMPERA ID RE CDNDITIONS 

I HIGH MEDIUM I LCJN I 
I I I 
I n T2 I T3 I T3S 
I_ I I 
IAT = {~o-~s 0 c} AT = {2S-30o C} IAT = (15-20°C}IAT ={3S-40°C} 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I I 
GlHl 61Hl I GlHl I REC1 

I I 
61112 G1112 I 61IT2. I REC2 

I I 
62Hl G2Hl I G2H1 I CYL 

I I 
62112 G2H2 I 62112 I CYLREC 

• I I NC NC NC NC 

• NC - No Cracks 

Note: Three replications were made for each treatment to 
give a total of 60 observations. 

I 
\0 
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complication that "as discovered during the initial trials. Entering 

the 11arm room disturbed the differential pressure profile in t110 

11ays. Opening the access door caused a suction on the 11arm side and 

the 1Jarm side "as pressurized when the door 1Jas closed (both access 

doors opened to the outside). The excess pressure then bled out of 

the chamber through the cracks around the access door. As a result, 

a period of time 1Jas required for the different~al pressure profile 

to redevelop. The profile became stable again once the air flo11 

through the openings mounted in the test sections reached 

eq nil ibr i tllD. 

The measurement of consecutive differential pressure profiles 

immediately after entering the chamber revealed that "hile the air 

flow betlleen the two rooms was equilibrating the position of the NPA 

11ould tend to either rise or fall and the distribution of the 

pressure differences tended to become more linear. It 1Jas assllllled 

that the system attained equil ibrilllll when the elevation of the 

neutral pressure axis remained constant. It 1Jas found that the time 

required for tho system to equilibrate was a ftlJlction of the total 

opening area placed in the test sections and the mean temperature 

difference between the tiwo rooms. The opening distributions with the 

larger total opening areas would reach steady conditions more rapidly 

than the distributions with smaller opening areas. The treatments 

performed at the relatively high differential temperatures (i.e. AT "" 

40-45°C) al so tended to equilibrate faster. The data presented in 

Figures 6.2a and 6.2b allow a comparison between trials for the 

opening groups Gl mounted at the elevations defined by placement H2 

at the two extreme differential conditions (Tl and T3). 
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Table 6.4 indicates the length of time allo .. ed for each treatment 

to attain equilibrim and the time intervals used for the measurement 

of the differential pressure profiles and the temperatures. These 

intervals "ere determined fran trial runs and "ere used to ensure 

that equil ibrim "as obtained. 

Refe't'ence to Figure 4.9 shows that a total of twenty pairs of 

static pressure taps "ere installed in the test sections. Eighteen 

' pairs "ere mounted in the "all and t"o sets of pressure taps "ere 

mounted in the ceiling. After several days of maintaining the cold 

room at about -2S°C (-13 °F) the t"o pressure taps on the cold side 

of the test ceiling became clogged "ith ice. The only way to remove 

the ice "as to "arm the cold side until the ice melted and then 

remove the moisture frcm the tubes by means of a small hand operated 

vacuum pump. This procedure proved to be futile because the taps 

"onld freeze again after just a fe" days of operation. As a result. 

only the eighteen :i-irs of pressure taps mounted in the test "all 

"ere used. In order to prevent the freezing of pressure taps on the 

cold side of the test wall. all of the remaining pressure taps were 

evacuated of moisture twice a day using a hand operated vacuum ptmp. 

Considering the complications discussed, the experimental 

procedure for each replication of each treatment is s11111Darized as 

foll ow s. 

1. The openings •ere mounted in the test sections at the 

appropriate elevations. 

2. The mounting plates that "ere not used "ere covered •ith a 

piece of heavy plastic and sealed to the surface of the test 

sections using foil tape. 

J 
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Table 6.4 
Total Time Allowed for Each Treatment to Reach 

EquilibrilJID and the Intervals Over 
Which the ~ Profiles 

were Checked 

TEST ID. TOTAL TIME ALLOWED MEASUREMENT INTERVAL 
(min.) (min.) 

GlHlTI 25 s 
GlID.12 so 10 
GlH1T3 so 10 

Gl.H2TI 25 s 
Gl.H212 so 10 
Gl.H2T3 so 10 

G2H1TI 20 5 
G2H112 40 10 
G2H1T3 40 10 

G2.H2TI 20 5 
G2.H2'I2 40 10 
G2.H2T3 40 10 

RE Cl 25 5 
REC2 30 s 
CTL 40 10 
ClLREC 30 10 

NCTl 30 s 
NCT2 80 20 
NCT3 80 20 
NC35• 40 10 

•Indicates AT range used with RECl, REC2, en. and ClLREC. 
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3. The sheet of polyethylene plastic covering the door to the 

cold room "as periodically checked. If the tape had pulled 

a"ay fran the exterior of the env iromnental chamber then 

more tape "as applied. 

4. The mean temperatures of the "arm room and the cold room 

were monitored from the exterior using the digital 

thermaneter. 
\ 

s. Once the desired mean differential temperature "as attained. 

the de" point of the cold room was measured using the 

thermocouple placed do.,nstream from the evaporator (see 

Fi gur e 4 .14) • 

6. The refrigeration system was turned off. 

7. Upon entering the "arm room, the door •as closed. the timer 

was started and the heating system and the paddle fan "ere 

turned off. 

8. The mechanical psychraneter was started (3 minutes of 

operation •as required for a reading). 

9. 'Ihe interior of ·the door to tho warm room was covered with 

polyethylene plastic and sealed with foil tape to a strip of 

cloth duct tape around the perimeter of the door. It should 

be noted that the time required to begin the "et bulb mea-

surement and to tape the plastic over the access door •as 

more than adequate for the e%coss pressure in the warm room 

to bleed out through the cracks around the door. 

10. The "et bulb temperature was recorded. 

11. Differential pressure measurements "ere taken at the time 

intervals shown in Table 6 .4 according to the following 
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procedure. 

a. The data logger iras manually activated to scan all 

thermocouples. 

b. The differential pressure profile iras measured 

(approximately 4 min required). 

c. The data logger iras again manually activated to scan 

all thermocouples. 

d. The starting and ending temperature measurements "ere 

averaged to give a single temperature profile for each 

room. 

12. Once the final set of differential pressure and temperature 

data iras obtained the heating and cooling systems irere 

reactivated. 

13. Several hourly baranetric pressure readings were obtained 

during the period over which data iras taken. All of the 

baranetric pressure readings for a particular day were 

averaged and the mean was used to compute the air proper ti es 

for all of the replications performed on that day. 

Determination of the Elevation of the NPA and the Mean Density 

Difference fran the Observed Differential Pressure Profiles 

The differential pressure data for each replication iras fitted to 

a linear equation of the folloiring form: 

y=a+bx (6.1) 

Where, the independent variable was the elevation and the dependent 

variable iras the pressure difference. It can be seen that the slope 

(b) and the y-intercept (a) have physical significance by expanding 
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equation 3.31 to give: 

AP = 4pg N - 4p g h (6.2) 

11here; 4P = the differential pr es sure (Pa), 

h = the elevation (m), 

4p = the mean density difference (kg/m-3), 

N= the elevation of the NPA (m}, and 

g = the accel era ti on due to gravity (m/s2). 

Comparing equation 6.2 to 6.1 indicates that the slope of the 

regression equation is always negative and it is equal to the product 

of the acceleration due to gravity and the mean density difference. 

Therefore, the mean density difference may be estimated by: 

4p = lb/gl ( 6 .3) 

In the same manner, the elevation of the NPA may be computed f ran 

the constants of the rearossion equation by: 

N = la/b I (6 .4) 

The relationships used to compute the slope, they-intercept, the 

coefficient of determination, and the respective 95 percent confi-

dence intervals are presented in detail in Appendix D. 
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Ch apt er 7 

ANALYSIS AND RESULTS 

Results of Regression On the Observed Differential Pressure Profiles 

The differential pressure and temperature measurements, the 

computed mean air properties and the results of the regression 

procedure for each replication of all of the treatments are presented 
i 

in Appendix E. Sixty differential pressure profiles !fere obtained 

{20 treatments x. 3 replications). As !fas expected, there lfa.s a high 

degree of linear correlation .betlfeen the pressure difference 

measurements and the elevation of measurement. The coefficients of 

determination (r2) of 59 of the 60 profiles observed lfere between 

0.99916 and 0.99992. These high levels of correlation yielded 95 

percent confidence intervals for the positions of the NPA fran ±.0.7 

cm (..±:0.276 in.) to ,:!:2.5 cm {.±(l.984 in.). The corresponding range of 

95 percent oonfidence intervals of the slope of the regression 

equation (Pa/m) was ,:!:0.47 to ,:!:1.53 percent. The lowest coefficient 

of determination 1ras for the third replication of NCT3 in which the 

value of r2 was 0 .99861 and the 95 percent confidence intervals 

were .±3 .1 cm {.±1.220 in.) for the NPA and ,:!:1.98 percent for the 

slope. In sllll!D.ary. the location of the NPA •as kno•n to within±. 3 .1 

cm (,:!:1.22 in) for al 1 cases. 

The range of 95 percent confidence intervals for the slope of the 

regression equation have been expressed as percentages because the 

confidence interval of the mean density difference (as computed by 

equation 6.3) is equivalent to the confidence interval of the slope 

-103-
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in percent. The regression procedure was the only practical way to 

''observe'' the elevation of the NPA and the slope of the regression 

equation yielded the best estimate of the mean density difference 

between the cold and warm rooms. Therefore, the confidence intervals 

for the NPA and the mean density difference were considered analogous 

to uncertainties of measurement. Each of the 95 percent confidence 

intervals are based upon an estimate of the variance about each 

individual regression line with sirteen degrees of freedom (refer to 

Appendix D). 

The elevations of the NPA for each treatment along with the treat

ment means and standard deviations are presented in Table 7 .1. A 

survey of the data in the table affords several important observa

tions. 

a. The relative size of the openings in a group and the verti

cal distribution of the openings induced a large variation 

in the elevation of the NPA. 

b. A comparison of all the treatments involving opening groups 

Gl and G2 indicated that the variation in the elevation of 

the NPA was greater when the openings were distributed 

according to placement H2 than placement Hl. The primary dif

ference between the ho placements was an opening was placed 

in the test ceiling for H2. In addition, the greatest vari

ability occurred for the three treatments involving .Glm. 

c. Comparison of the No Cracks (NC) treatments with the origi

nal sixteen treatments indicates that in general the variabi

lity of the No Cracks data was greater than all other 

treatments. 
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Table 7.1 
Observed Elevations of the NPA (cm) 

Opening Group Tl !2 T3 Opening Group T35 
and Placement and Pl a cement 

Rep 1 220.5 224.9 222.9 305.9 
GlHl Rep 2 221.1 221.6 221.3 RECl• 305.6 

Rep 3 220.8 218.6 224.9 304.2 

Mean 220.8 221. 7 223.0 305.2 
std. dev. 0 .30 3.15 1.80 0.91 

Rep 1 349.2 353 .9 361.5 155.2 
GlH2• Rep 2 350.2 360.2 361.6 REC2• -152.2 

Rep 3 347.2 349.6 365.5 151.1 

Mean 348.9 354.6 362.9 152.8 
std. dev. 1.53 5.33 2 .28 2.12 

Rep 1 206.2 211.0 206.3 76 .o 
G2Hl Rep 2 207.9 207.5 205.0 CTL 78.5 

Rep 3 209.0 207.8 209.2 75.3 

Mean 207.7 208.8 206.8 76.6 
std. dev. 1.41 1.94 2.15 1.68 

-·---------·- ·---------------·----------- ---------
Rep 1 313.5 318.l 320.6 292.2 

G2H2• Rep 2 315.6 322.5 317 .1 CTI.REC 293.3 
Rep 3 315.8 318.5 318.4 291.6 

Mean 315.0 319.7 318.7 292.4 
std. dev • 1.27 2.43 1.77 0.86 .................. , .................................................. 
Rep l I 261.9 310.2 284.4 

NC Rep 2 I 256.2 258.l 301 .9 
Rep 3 I 259.5 268.9 272.9 

I 
Mean I 259.2 279.l 288.4 
std. dev. I 2.86 27.50 17.84 

*Placements with an opening mounted in the test ceiling. 

NOTE: For n 
For l2 
For T3 
For T35 

.. . , 

AT = 40-4SDC 
AT = 25-30oc 
AT = 1s-2ooc 
AT=35°C 

312.0 
280 .8 
280. 6 

291.l 
18.07 

·-
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Sample differential pressure profiles for Glfil, Gl.H2, G2ID, G2H2 

and NC have been presented in Figures 7.1 through 7.5. For clarity 

only the data for two of the three replications for each r\1-nge of 

D'tean temperature difference are sho"n. The repi'ications "ith the 

highest and lo"est mean temperature differences were chosen since the 

third replication was beheen these two extremes. 

The data in the 5 figures indicated that the variation of the 

D'tean temperature difference ha~ little if any effect on the position 

of the NPA. It can also be seen that the slope of the differential 

pressure profiles, and in turn the magnitudes of the pressure 

differences, "ere a function of the mean temperature differences. 

The additional variation of the elevation of the NPA for the 

placement H2 may be clearly seen by comparison of the profiles given 

in Figures 7.1 through 7.4. In addition, a comparison between all 

five figures provides further evidence that the variance of t~e 

1 oca ti on of the NPA for the No Cracks tr ea tmont s and the other 

sixteen treatments were different. As a result, the original sixteen 

treatments and the No Cracks treatments weX'e considered to be two 

independent blocks of data. 

In order to determine if the observed differences in the 

treatment means were significant, a one-"ay analysis of variance was 

performed on each block of data independently. The results of the 

analysis of variance foX' the No Cracks data has been displayed in 

Table 7 .2 and the analysis of variance for the original sixteen 

treatments has been shown in Table 7 .3. 

The overall variance of the No Cracks treatments was shown to be 

significantly greater than the overal 1 variance of the original 

. ' 

·. 
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Figure 7 .2 Differential pressure profiles for G1112. 
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Table 7.2 
Analysis of Variance for the No Cracks Data 

Source of Variation 

Treatment 
Error 
Total 

ns - Not significant. 

df 

3 
8 

11 

SS MS F 

1880.4367 
2818.2733 
4698.7100 

626.8122 1.799ns 
3h .2842 = Sy: 

s = 18.7692 cm 
y 

Standard Error = ~r = 10.8364 cm 

Grand Mean NPA = 279.5 cm 

95% Confidence Interval = .±25 cm 

Table 7.3 
Analysis of Variance for All Treatments 

Excluding the No Cracks Data 

Source of Variation df 

Treatment 15 
Error 32 
Total 47 

SS 

294558.6123 
158.3667 

294716 .9 790 

MS 

19637 .2408 
4 .9489 = Sy~ 

F 

•• 3968.0011 

•• - Significant to the .01 level. 

s • 2.2246 cm 
y 

Standard Error • ~ s; Ir= 1.2844 cm 

95~ Confidence Interval = .±2.6 cm 

..... 
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sixteen other treatments by performing a two-tailed F-test on the 

variances of the ho blocks of data. The estimate of the variance 

(s 2 ) of each of the populations is equivalent to the mean square y 

.. .. 

(MS) of the error in the respective analysis of variance tables. The 

F-statistic 1tas computed as follo1ts (Steel and Torrie. 1980): 

the larger s 2 

y 
F = ~~~~~~~ 

the smaller s 2 

y \ 

= 71.18 

The degrees of freedom for the nlllDerator and the denominator 1tere 

equivalent to the error degrees of freedom associated 1tith each vari-

ance. The tabulated F-statistic 1tas found to be: 

Fo.oos cs,32) =3.53 

Since the computed F was greater than the tabulated value the two 

variances 1tere significantly different at the 1 percent level. There-

fore, it lfOuld be incorrect to pool the No Cracks treatment 1tith the 

other sixteen treatments. 

The conclusions from the two analysis of variance tables as 1rell 

as the factors 1rhich caused the variation in the position of the NPA 

1rill be discussed independently in the follo1ring sections. 

Variation of the No Cracks Treatments 

The analysis of variance of the observed positions of the NPA for 

the No Cracks data indicated that the difference between the treat-

ment means •as not significant. The mean of all twelve elev.ations of 

the NPA 11as 279.5 cm and the 95 percent confidence interval about the 

grand mean •as +25 cm. 

Examination of the differential pressure profiles gave no 

indication of any type of systematic error. Likewise, the 
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temperature data tor each room was examined and nothing unusual was 

found. 

It 1tas concluded that the variation of the position of the NPA 

for the No Cracks data was due to a variation of the background 

leakage of the two cell environmental chamber. A plot of the 

position of NPA for all of the No Cracks treatments 1tith respect to 

,time has been presented in Figure 7.6. The unit of time used was the 

" day on which data 1tere taken (a table relating day number to the date 

is given in Appendix E). 

The variation of the elevation of the NPA sho1tn in the figure was 

the result of the variation of the leakage of the tlfo cell 

environmental chamber (or background leakage). Probably the greatest 

source of variation was the result of not being able to exactly 

replicate the sealing of the mounting plates that 1tere not in use. 

The ply1tood mounting plates 1tere generally much colder than the 

temperature of the 1tarm room. As a result, condensation periodically 

formed on the mounting plates, ran do1tn the test 1tall, and caused the 

duct tape 1thich created the seal between the plastic covering the 

mounting plate and the test 1tall to loosen. 'Ihe next most likely 

source of variation in the background leakage 1tas the loosening of 

the duct tape 1thich held the plastic cover over the exterior of the 

cold room door. The balloon action caused by the cold air attempting 

to flow out of the cold room caused the tape to pull uay. Whenever 

this occurred the tape was replaced. 

Variation of the NPA for the Original Sixteen Treatments 

. J The analysis of variance shown in Table 7 .3 indicatod that the 

·.j 
difference between the treatment means 1tas highly significant. A 95 
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Figure 7.6 Variation of the position of the NPA for tho No Cracks 
treatments with respect to tho day on which data were 
taken. 
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percent confidence interval about any treabnent mean !fas determined 

from the standard error to be .:!:,2 .6 cm. 

The least significant difference method (Steel and Torrie, 1980) 

!fas used to determine if there was a significant variation of the NPA 

with respect to the mean temperature difference. The comparisons 

between the treabnent means of GlID.. GlH2, G2Ill and G2H2 have been 

given in Table 7 .4. 

From the ' comparisons between the selected treabnent means it was 

observed that: 

a. When both opening groups (Gl and G2) were mounted in the 

test wall at the elevations defined by placement Hl no 

significant variation of the NPA with respect to the mean 

temperaturts difference was observed; 

b. When one of the Group 1 openings was mounted in the test 

ceiling as defined by placement H2 the differences between 

the three treabnent means were significant to the 1 percent 

1 evel; and 

c. When the Group 2 openings were mounted in the test sections 

according to placement H2 the only significant difference 

was between the means of the treabnents G2H2TI and G2H212 

(high and medim AT). 

The position of the NPA varied significantly with variation of 

the mean temperature difference only for the cases when an opening 

was mounted in the test ceiling (placement H2). Therefore, it was 

concluded that the placement of an opening in the test ceiling had 

some influence on the position of the NPA. 



-: 

-115-

Table 7.4 
Comparison of Select Treatment Means Using the 

Least Significant Difference Method (LSD) 

LSD=ta/2(error _df) ~2sy:/r 
I 

LSD( .OS) =3. 7 cm LSD( .01)=5 .0 cm 
• - Significant to the 5% Level 

•• - Significant to the 1% Level 

mmn mmn mmn 
N=220.8 N=221.7 N=223.0 

I <---------o. 9----------> I <------1. 3------------>I 
l<----------------------------2.2------------~---------->1 

mmn mmn mmn 
N=348.9 N=354.6 N=362.9 

•• •• I < s . 7 -----------> I < -.;--------s. 3 -------->I 
I<------------ ---14.0 ------ >I 

mmn mmn ~mn 

N=207.7 N=208.8 N=206.8 
I <------1.1 >I <---------2.0-------->I 
l<----------------------0.9------------------------>1 

mmn mmn ~mn 

N=315.0 • N=319.7 N=318.7 
I <------4. 7 ------->I <-------1. o------- --> I 
I <------------------3. 7----------------->I 

Note: For TI AT= 40-45°C 
For T2 AT = 2S-30°c 
For n AT = lS-2ooc 

. . ;· 
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Examination of the treatment means in Table 7.4 indicated that 

irhen an opening iras located in the test ceiling the NPA tended to 

asst1111e a higher elevation at the loirer mean temperature differences. 

The only exception iras for the treatment G2H2T3 irhere the mean of the 

three replications iras slightly loirer than for G2H212. 

Noting that the direction of air floir is upirard for an opening in 

th.e ceiling, it iras hypothesized that the ireight of the air above an 

\ 

opening in the ceiling irould induce a body force in the direction 

opposite to the flo" of air. Such a force irould cause an additional 

floir restriction for an opening placed in the test ceiling. Al so, 

the magnitude of the body force iroul d be directly proportional to the 

density of the air above the test ceiling. According to theory, the 

NPA 11ssmcs a position such that tho mass flair into the irarm room is 

equal to the mass flow out. In order to maintain continuity of mass 

floir, the position of the NPA irould be expected to move slightly 

doirnirard as the density above the ceiling increased. The doiruwa.rd 

shift of the NPA irould compensate for the added flow restriction in 

two ways. A lower NPA would result in a higher pressure difference 

across the ceiling to overcome the effects of the body force and 

loirer pressure differences below the NPA would reduce the total mass 

flow into the 1rarm room. The position of the NPA would be expected 

to be lower for tho higher temperature differences. 

Tho variation of the elevation of the NPA with respect to the air 

density above the test ceiling for tho opening group and placement 

conditions of G1H2 and G2H2 have been presented in Figures 7 .7 ancl 

7 .8, respectively. The density of the air above the ceiling was 

computed fran the baranetric pressure and temperature data for each 
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replication using the relationships provided in Appendix C. Each of 

the observed elevations "as labeled to designate the temperature 

difference range and the replication nunber. 'Ihe t"o figures suggest 

that the variation of the density of the air above the test ceiling 

!fas the source of the significant differences between the treatment 

means indicated in of Table 7 .4. 

Observed Temperature Stratification 

To observe the stratific~tion of temperature of both rooms the 

differences between the mean roan temperature and the indiv i~ual 

temperature measurements on the cable were plotted against the 

elevation of measurement. The greatest amount of temperature 

stratification !fas observed for the opening group G2 at the greatest 

temperature differences (Tl). A sample plot for each of the 

placement conditions Cm and H2) have been presented in Figures 7 .9 

and 7 .10, respectively. An opening lfas placed at 0.152 m (0.S ft) 

for each of the sixteen ori&inal treatments. The cold air lfhich 

entered the !farm room lfould settle near the floor. Consequently the 

temperature near the floor of the !farm room !fas generally 

considerably cooler than the temperature observed at any other 

elevation. As lfOuld be anticipated. the lfarmest temperatures 

observed in the cold room lfere near the top of the test lf&ll and in 

the space above the test celling (thermocouple nuaber 18 and 19 in 

Figure 4.14). The space above the test ceiling !fas significantly 

!farmer lfhenever an opening lf&S mounted in the test ceiling as 

indicated by the data in Figure 7 .10. 

Figure 7 .9 represents the typical temperature variation observed 

for all of the treatments that did not include an opening placed in 

.· 
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Figure 7 .9 Temperature stratification for distributions without an 
opening in the ceiling. 
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the ceiling. Figure 7.10 describes the typical variation of 

temperature for all of the treatments for "hich an opening •as 

mounted in the ceiling. Since the cases presented her'e are for high 

differential temperature conditions most of the differences between 

the mean room temperature and individual temperature measurements 

"ere less th an those sho" n. 

In order to determine if the observed degree of temperature 

~- stratification had a significant influence on the prediction of the 

differential pressures the follo,,ing computations "ere performed on 

each of the sixty sets of differential pressure and temperature data: 

1. The differential pressures "ere predicted using the 

regression equations and compared with the measured values; 

2. A 95 pet"cent prediction interval (ref er to Appendix D) was 

computed about each predicted value of /lP; 

3. The residuals were compared with the prediction intervals; 

and 

4. The density difference "as computed at each elevation of 

temperature measurement. 

It was found that only 8 (0.7") of the 1080 (60 x 18) data points 

were outside of the 95 percent prediction intervals. A typical plot 

of the residuals and the 95 percent prediction intervals has been 

provided in Figure 7 .11. 

Based upon a detailed inspection of tho variation of Ap with 

respect to elevation, and the high levels of 1 inear corr el a ti on of 

the differential pressure measurements with respect to elevation it 

was determined that the observed degree of temperature stratification 

did not have a significant influence on the differential pressure 
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profiles. As a result, it "as concluded that the mean density 

difference between the ho rooms, as opposed to the variation of Ap 

with elevation, was the primary cause of the mass exchange bet"een 

the ho rooms. 

The mean density difference may be determined frcm the data by 

the follo"ing three equations: 

Apreg = I b I/ g (7 .1 a) 

Ap = (p - pw ) c 
q .lb) 

Ap = pc (AT/T ) 

" 
(7 .le) 

"here; T = 
" 

the warm room temperature 00. 

The best estimate of the density difference available "as 

APreg• but in a practical situation either equation 7.lb or 7.lc 

"ould be used. Equation 7.lc is often used because of its simplicity 

of application. The mean density differeuce was computed using 

equations 7.lb and 7.lc for all sixty sets of data. The two methods 

of computing the mean density difference frcm the air properties have 

been compared "ith those obtained by equation 7.la in Figure 7.12. 

Comparison of the mean density difference computed by equation 

7.lc with APreg indicates that equation 7.lc tends to underpredict 

the mean density difference. In fact, 62 percent of the differences 

were in the range of 0 to 0.004 kg/m3 while 95 percent of the 

differences ranged from -0.004 to 0.008 kg/m3. 

Similarly, .equation 7 .lb tended to overpredi ct the mean density 

difference. It was determined that 72 percent of the differences 

were in the range of -0.004 to -0.012 k.g/m3 and only 65 percent of 
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the prediction agreed within +.004 to -0.008 kg/-a?. Therefore. the 

data of Figure 7.12 indicated that equation 7.lc is the preferred 

method of computing the mean density difference between the interior 

and the exterior of a structure. The predictions are skewed towards 

underprediction because the term (.6.T/Tw) imposes the assmiption 

that the humidity ratio (W = kg H20/kg dry air) was the same for 

th.e warm air as the cold air. The use of equation 7 .le had the 

t advantage that the density of cold air was easier to estimate than 

the density of warm air. 

Prediction of the Elevation of the NPA Neglecting the Background 

Leakage 

The elevation of the neutral pressure axis was determined for 

each replication of the sixteen origin.al treatments using the mass 

balancing technique. The mean density difference us determined fran 

the slope of the differential pressure profile as described 

p.reviously. The properties of the air (p andV) flowing through a 

particular opening were determined fran the measurements of the 

barometric pressure, the wet bulb temperature or dewpoint (dependina 

upon direction of air flow) and the temperature measurement at the 

elevation of the opening (Appendix B). The only exceptions were for 

the low temperature difference cases (T3). In order to reach the 

relatively high cold roan temperatures in a reasonable amount of 

time. heat was added to the cold roan by means of 1500 Watts· of 

electric heat placed down stream fran the evaporator coils. As a 

result, the: dewpoint meaaurc:ment was lost. Therefore. the cold room 

air density was computed assmdng the air was at 75 percent of 

saturation. This asslllllption was based upon a few dewpoint 
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measurements that were obtained at the lo" temperature difference 

conditions (T3) during the initial trials. Also. a relatively large 

variation in the moisture content of cold air does not induce a large 

change in density. 

A comparison between the observed and the predicted elevations of 

the NPA have been presented in Figure 7 .13. The differences between 

the observed and the predicted elevations of the NPA ranged frcm -0.5 

cm (0.2 in) to 55 .9 cm (22.0 \in). 

The ho opening groups with the largest total leakage areas 

(refer to Tables 6.1 and 6.2) !fere 62 and RECl. For the seven 

treatments (7 through 13) involving opening groups 62 and RECl, all 

of the predictions were within ±.7 .0 cm (2.8 in). The greatest amount 

of error !fas for the treatment CYL (treatment number 15) which had 

the smallest total leak.age area. For this case. the predicted NPA 

11as on the average 54.3 cm (21.4 in) too low. 

The data in Figure 7.13 suggested that a relationship existed 

between the size of the openings mounted in the test sections and the 

amount of disagreement between the observed and the predicted 

positions of the NPA. It was believed the presence of the backgro'U21d 

leakage !fas the source of the greater error in the prediction of the 

NPA for the smaller opening distributions (Gl. REC2. CU and 

CUREC). Furthermore. it was likely that the degree which the 

background leak.age influenced the position of the NPA depended upon 

the size of the individual openings in a distribution. 

The influence of the background leakage was further inspected by 

computing the sun of the mass flow rates for each distribution using 

the observed position of the NPA and the observed pressure 
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differences. Theoretically, the S'lllll of the mass flow rates should 

equal zero. Due to the various errors of measurement and the use of 

an assumed mean total minor loss coefficient, none of the mass flows 

of any distribution were expected to sun to zero. However, it was 

expected that the degree of imbalance would give some indication of 

the relative influence of the mass exchange between the two rooms 

resulting frcm the background leakage. 

\ 
The suns of the mass flow through the defined openings for each 

of the treatments have been shown in Figure 7 .14. Fran the data in 

the figure the following observations may be made: 

a. The magnitude of the imbalance in the sum of the mass flow 

rates are the greatest for the smaller opening groups Gl, 

REC2, and CU.; 

b. The magnitudes of the imbalance generally decreases as the 

mean temperature decreases; and 

c. The variation of the s11111. of the mass flows about zero 

followed the same pattern as the variation of the 

.• ', differences between the observed and the predicted 

elevations of the NPA (Figure 7 .13). 

The data presented in both figures implied that the background 

leakage of the two cell enviromental chamber could be the factor 

which influenced the position of the NPA for the sixteen original 

treatments. In order to test this observation. the presence . of tho 

background leakage was included in the mass balancing procedure by 

modeling the effect of the background 1 eakage as two hypothetical 

openings. 

•._. · . . 
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Modeling the Background Leakage 

The kno"n primary sources of significant leakage "ere: the leaks 

around the mounting plates in the test sections; the leaks around the 

access door to the cold room; and the 1 eaks in the ducts of the air 

handling system. The temperature of the "arm room •as maintained at 

about the same temperature as the laboratory in •hich the two cell 

enviroDm.ental chamber •as located. Therefore, the leakage between the 

•arm room and the laboratory iras not considerea to be significant. 

To facilitate the inclusion of the effects of the background 

leakage in the mass balancing technique the follolfing assm.ptions 

1Jere made: 

1. The background leakage is uniformly and exclusively 

distributed across the ceiling and •all sections; 

2. The mass flo" through the 101Jer portion of the test 1Jall is 

equal to the mass flo• out through the upper portion. of the 

test •all and test ceiling; and 

3. The background leakage may be modeled as two equivalent 

straight rectangular openings placed above and belo" the 

mean value of the NPA observed for the No Cracks treatments. 

It 1Jas determined experimentally that the differential pressure 

varies linearly lfith elevation and the location of the NPA does not 

vary with the mean temperature of the two rooms. As a result, the 

elevations for the two hypothetical openings were determined. fran a 

general differential pressure profile for the No Cracks data as shown 

in Figure 7 .15. The NPA •as considered to be at 2.795 m (9.17 ft) 

1Jhich was the over al 1 mean of the No Cracks treatments (ref er to 

Table 7 .2). In Figure 7 .15 it can be seen that two right triangles 
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are formed by the intersection of the differential pressure profile 

and the test 1tall. The ho model openings 1tere considered to be 

positioned at the elevations of the differential pressure 

measurements closest to the centroids of these tlfo triangles. The 

equivalent opening pl aced at 4 .267 m (14.0 ft) was identified as BGH 

(BackGround High) and the model opening positioned at 0.914 m (3.0 

ft} us BGL (Back.Ground Lo1t). 

\ 
The tirst ass'!llllption suggests that the relative size of the two 

model openings is approximately proportional to the surface areas 

1thich they represent. The surface area (on the 1tarm side) of the 

test 1tall and the test ceiling above the NPA 1tas 12.153 m2 and the 

surface area of the portion of the test 1tall belo1t the NPA 1tas 8 .519 

m2. A ratio of these two surface areas indicated that BGH 1tould be 

expected to be larger than BGL by a factor of about 1.4. 

The modeling of the background leak.age involved the determination 

of the equivalent opening parameters (A and r> for both BGH and BGL 

such that assmption t110 is satisfied for the No Cracks treatments. 

An equation to determine the equivalent opening parameters of a 

model opening 11as obtained by algebraic manipulation of the 

expression for the total pressure drop across a straight rectangular 

opening as given by equation 3.16: 

AP 

The mean velocity and the Reynolds umber were defined in terms 

of the mass flow rate as follo1ts: 

- m v = -
pA ; and (7 .2a) 

• >t- ,, 
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(7 .2b) 

Substitution of these definitions into equation 3.16 gave an 

equation for the pressure drop across an opening of the following 

form: 

( 7 .3) 

The definition of the hydraulic 'diameter was given in equation 

3.9 as: 

2d D • ---==--
h (1 + a) 

Utilizing the equation for the hydraulic diameter gave the 

following expression for the term A/Db_ in equation 7.3: 

(7.4) 

Combining equations 7 .3 and 7 .4 and using the definition of gamma 

for a rectangular opening (equation 3.24) yielded the following 

modeling equation: 

4P =bx (7 .5) 

where; 

x = [mv in.i.K] -+--
Sy 2p 

(N • m~), 

-4 
b = (1/A") (m ); and 

a 
y = Bz(l + a)" 

The air properties (p and v) used in equation 7.S were the 

properties of the air flowing through the modeling subjoct (i.e. cold 

air properties for BGL and warm air properties for BGH). A value of 
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1.5 was used for the total minor loss coefficient 00. 

If the actual differential pressure and mass flow rates through 

the background leakage •ere knolfn, then the area (A) and gamma (y) of 

the model opening 1tould be determined by the follo1ting procedure. 

1. Successive approximations of r would be made and the 

corresponding value of A •ould be determined by application 

of a least squares best fit to equation 7.5. 

2. The mass flow rates 1tould be predicted using the discharge 

coefficient method (equation 3.26 and 3.33) for each value 

of rand its corresponding A. 

3. The pair of opening parameters, A and y, •hich be st 

predicted the observed mass flow rates lfOuld be chosen to 

model the leakage of the modeling subject. 

The equivalent opening parameters, A and y, would describe the 

three dimensional geanetry of the straight rectangular opening which 

•ould provide the same mass flow rates as the modeling subject under 

the same pressure differences. 

Since the mass flow rates for the back.ground leakage in this 

study were unknown, equation 7 .S could not be directly applied to 

determine the equivalent opening parameters of both BGH and BGL. 

Instead, it was required to set the dimensions of the lower opening 

(BGL) and compute the mass flolf rates into the warm room using the 

pressure differences observed at an elevation of 0.914 m for the 

helve rep! ications of the No Cracks treatments. To maintain 

equil ibritim, the same mass of air would be required to flow out 

through the upper opening (BGH) at the pressure differences observed 

at an elevation of 4.267 m. This process would generate a mass flow 
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versus pressure curve for BGH, which could be used with the modeling 

equation to determine the equivalent opening parameters for BGH. 

This procedure to estimate the gecmetry of the two openings to 

model the effects of the background leakage had an infinite number of 

pairs of openings which could satisfy the continuity requirements for 

the No Cracks data. Not all of the solutions would be adequate to 

describe the influence of the background leakage for the sixteen 

original treatments. \ For example, if an extremely smal 1 opening was 

chosen for BGL the modeling procedure would result in an eqnival ent 

opening for BGH which w11s al so very small. This pai.r of openings 

would be adequate to model the effects of the background leakage on 

the NPA for the No Cracks treatments, but they would have mass flow 

rates so small that their influence would be insignificant when 

incl nded "ith the defined openings of the other sixteen treatments. 

Therefore, the first step was to determine a set of dimensions for 

the lower openina (BGL) that would be useful in describing the 

effects of the back.ground 1 eaka ge on the NPA for all twenty 

treatments. 

Several pairs of hypothetical openings (BGL and BGH) of various 

sizes were arbitrarily defined. Each pair of hypothetical openings 

were included with the defined opening groups Gl, RECl and REC2. 

Using the data of the treatments Glmn, Glm'O. RECl, and REC2, the 

smn of tho mass flows was computed using the measured differential 

pressures and air properties. The elevation of the NPA was then 

predicted usina the mass balancing procedure. By trial and error 

different pairs of hypothetical openings were used until a pair was 

. .. j found .that provided the greatest improvement in the prediction of the 

J 
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elevation of the NPA as lfell as the smn of the mass flo•s (refer to 

Figures 7.13 and 7.14). The dimensions of the ''best'' pair of 

hypothetical openings are presented in Table 7 .5. The only dimension 

varied 1ras the thickness, d. 

Table 7 .5 
Dimensions of the Pair of Openings to Model the Background 

Leakage as Determined by Trial and Error 

\ 
ID d " A z r Elevation 

~cm~ (cm} ~cm ~cml ~x 10-4 -1 
m l ~ m~ 

BGH 0.20 50.0 10.0 5 .08 8.173 . 4.267 

BGL 0.17 50.0 8.5 5.08 6.9507 0.914 

So that only the No Cracks data 1ronld be used in the modeling of 

the background 1 eakage, the BGH opening given in Table 7 .5 us not 

used to actually model the effects of the background leakage. 

Instead, another set of equivalent opening parameters •ere determined 

for BGH from the No Cracks data as outlined below. 

1. The mass flow rates through BGL (A= 8.5 cm2 and 1 = 

6.9507 x 10-4 m-1) were computed frcm the observed 

pressure differences at an elevation of 0.914 m for each of 

the t1relve replications of the No Cracks condition (using 

equations 3.26 and 3.33 with K = 1.5). 

2. The helve mass flow rates computed fran BGL were paired 

1rith the appropriate differential pressures (at 4.267m) to 

give a pressure difference versus mass flo1r curve for BGH. 

3. The value of gamma for BGH 1ras asslllled to be equal to that 

of BGL. That is, gamma 1ras set at 6.9507 x 10-4 111-1. 
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4. The air properties used lfere the average of the mean air 

properties of the !farm room for all of the No Cracks 

treatments. The average density was 1.1456 kg/m3 (s 

0.0011). The average kinematic viscosity us 1.5886 x 

10-5 m.2/s (s = 0.00207 x 10-5). 

5. The cross-sectional area for BGH was determined to be 11.0 

cm2 from a least squares best fit of equation 7 .5. The 

coefficient of determination Cr2 ) us 0.795. The 95 

percent confidence interval about the estimation of the area 

lfas ±4.0 cm2 (±36%, with 10 degrees of freedom). 

The equivalent opening parameters of the two hypothetical 

openings used to model the effects of the background leakage on the 

position nf the NPA are given in Table 7 .6. It ls inte•~sting to 

note that the area of BGH is greater than the area of BGL by a factor 

of 1.3. Previously, it !fas estimated that BGH would be larger than 

BGJ. by a factor of 1.4 based upon a ratio of surface areas. This 

gave more credence to the assmption that the background 1 eakage !fas 

uniformly distributed across the test sections. 

ID 

BGH 

BGL 

Table 7 .6 
The Equivalent Opening Parameters of the Hypothetical Openings 

Used to .Model the Effects of the Background Leakage 

A r Ar Elevation 

(cm2) (m-1) (m) (m) 

11.0 6.9507 x 10-4 7 .6458 x 10-5 4.267 

8.5 6.9507 x 10-4 5.9081 x 10-5 0.914 

The comparison of the mass flow rates computed using the 
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equivalent opening parameters of BGH (given in Table 7 .6) lfith the 

mass floi•s used to determine A and r for BGH has been shown in Figure 

7 .16. Given the large scatter in the mass flow rates generated fran 

the lower opening (BGL, in step 1), the equivalent opening parameters 

determined for BGH adequately predicted the mass flows frcm the warm 

room to the cold room. 

The elev a ti on of the NPA was predicted for the No Cracks 

treatments using the \mass balancing procedure with the two 

hypothetical openings (Table 7 .6). The differences between the 

observed and the predicted elevations of the NPA are shown in F~gure 

7 .17. The mean of all of the predicted elevations was 284.7 cm with 

a standard deviation of S .086 cm. The difference between the 

predicted overall mean NPA and the observed grand mean NPA (279.5 

from Table 7 .3 J was 5 .2 cm. Considering the variability of the No 

Cracks data, the equivalent openings (BGH and BGL) were believed to 

be adequate to describe the background leakage for the No Cracks 

treatments. 

Prediction of the NPA Including the Effects of the Back&round Leakage 

The elevation of the NPA as well as the SlJID of the mass flow 

rates were recomputed using the two hypothetical openings BGH and BGL 

to include the effect of the background leakage. A comparison of the 

errors in the prediction of the NPA before and after the effect of 

the background leakage was included has been presented in Figure 

7 .18. The corresponding errors in the slJID of the mass flow rates 

have been given in Figure 7 .19. Examination of these two figures 

indicated a aroat improvement in the prediction of the NPA and the 

degree of imbalance in the s11111 of the mass fl ow rates • 

. . 
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The mass flows computed using the equivalent 
opening parameters of BGH (Table 7.6)~ 
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Figure 7 .16 Comparison of the mass flows used 'With equation 7.5 to 
determine the equivalent opening parameters of BGH 'With 
the computed mass flows using BGH (pressure differences 
at 4.267 m). 
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In particular, the results sho"n in Figure 7.18 indicated that 

"hen BGH and BGL "ere included "ith the defined openings the 

elevation of the NPA "as predicted "ithin .±5.0 cm (.:!:1.97 in) for all 

but four of the 48 observed differential pressure profiles. The four 

cases "ith an error in prediction greater than .±5.0 cm were all 

treatments involving opening group Gl. Three of these four cases 

"ere treatments for "hich the Gl openings "ere distributed according 

to placement Hl. The greate'·st amount of error "as -11.0 cm (4.33 in) 

for the third replication of G1H2T2 for "hich one of the ope;iings "as 

placed in the ceiling. 

The additional scatter in the prediction of the NPA and the SlllII 

of the mass flo"s for the treatments involving opening group Gl was 

believed to be the result of the lar&e variation of the back.ground 

leakage. The variation of the NPA 1rith respect to the day on "hich 

data "ere taken (refer to Figure 7.6) indicated that 67 percent of 

the No Cracks data "ere obtained on days 12 through 19. Examination 

of the laboratory records (refer to Appendix E) sho,.ed that 94 

percent of all of the data for Glm, Gl.H2, G2ID. and G2B2 (at any 

mean temperature difference) •ere taken before the twelfth day and 72 

percent of the data were taken on days 2 through 9. The data for 

treatments REC!, REC2, en. and CYLREC were obtained on days 14 

through llS. The back.ground leakage "as modeled based upon the grand 

mean of all observed elevations of the NPA for the No Cracks case. 

Therefore, the ho openings used to model the influence of the 

background leakage over the entire e:rperiment best described the 

effects of the background leakage which existed beheen days 12 and 

19. 
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This indicated a problem "i th the experimental de sign. The No 

Cracks data should have been taken at uniform time increments 

throughout the data taking period. but the importance of the 

variation of the back.ground leakage iras not realized until the 

analysis of the data iras begun. 

Additional evidence of this observation may be seen by comparing 

Figure 7 .6 irith Figure 7 .17. It can be seen that the positions of 

~he NPA for NCTl, taken on days 1. 4. and 9. were consist,ently 

overpredicted whereas the other differences were sea ttered about the 

mean. 

An analysis of the propagation of the errors in measurement was 

performed on the sunmation of the mass flow rates and the mass 

balancing procedure for predicting the elevation of the NPA 

(NPA. PRED). A de tailed summary of the computations as irell as the 

tabulated results has been provided in Appendix F. 

Theoretically, the Slllll of the mass flow rates should be zero. 

Due to the errors in measurement and the variation of the total minor 

loss coefficient (K) between openings the mass flow rates did not s1111 

to zero for any opening distribution. The total minor loss coeff i

cient was not measured. Therefore. the analysis only included 

measurement errors associated with opening dimensions. differential 

pressures, temperatures, and air properties. It al so should be noted 

that the hypothetical openings, BGL and BGH, were not included in any 

estimation of uncertainty. 

The uncertainty in the slllll.mation of the mass flow rates (u!.m> 

was computed (see Appendix F) for each replica ti on of the sixteen 

original treatments. The st1111 of the mass flow rates <Imj) has been 



1 

-144-

compared "ith u I.iii in Figure 7 .20. The uncertainty in the 

stmmation of the mass flo" rates "as about the same for each 

replication. Hence, only the largest values of u m have been 

sho"n (refer to Table F.2). 

It "as observed that the mass flo" rates balanced within the 

uncertainty of the slllDmation of the mass flow rates for all but 7 of 

the 48 differential pressure profiles. Five of the cases for which 

the mass flo" rates did not balance within the uncertainty of the 
\ 

measurements "ere for treatments taken on days 3 through 12. 

Consequently, the additional variation in these treatments was 

believed to be the result of the variation of the background 

leakage. The other two points that fell outside the band of 

uncertainty were for two of the three replications of treatment en... 

Reference to Table 6.2b and Figure F.2 (Appendix F) indicates that 

thia waa th• smallest opening group. Also. all of the openings in 

this group were cylindrical openings. Therefore. the error in 

selecting a total minor loss coefficient of 1.S was probably the 

greatest for this treatment. 

Tho uncertainty in the prediction of the NPA due to uncertainties 

in tho measurements was expressed in terms of an uncertainty interval 

(U.I.) about NPA.PRED. Tho elevation of the NPA "as computed by 

iteratively balancing the stm of the mass flo" rates to within five 

decimal pl aces ( i. o. zero= ± 0 .000004 kg/ s). Tho uncertainty in the 

prediction of the NPA was a function of tho uncertainty of the 

sunm.ation of tho mass flows for each replication of each distri-

bution. The upper and lower 1 imits of the uncertainty interval for 

the prediction of tho NPA were determined by iteratively solving for 
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the two elevations of the NPA which satisfied the following 

expression: 

n 

L m. = + 
J 

(7.6) 

j=l 

where; u Im = the Ull.Certainty in the S'CDlllla ti on of the mass fl ow 

rates for a particular case. 

·" A 95 percent confidence interval (C. I.), based upon the variance 

about the regression line (Appendix D), was computed for each 

observed elevation of the NPA (NPA.DATA). The observed and predicted 

values of the NPA along with the corresponding confidence intervals 

and uncertainty intervals have been compared for the sixteen original 

treatments in Figure 7.21. The data shown indicates that the 

confidence intervals of the observed values and the uncertainty 

intervals of the predicted values overlap for all but two cases 

(Figure 7.21a). These two cases were the first replication of GlH112 

and the third replication of G1HlT3. It is apparent from Figure 

7 .2la and Table 7 .1 that the elevations of the NPA for these two 

replications were considerably higher than the other replications. 

A general comparison of the scatter in the observed positions of 

the NPA indicated that there was generally less scatter associated 

with RECl, REC2, CYL and CU.REC than with the twelve treatments 

involving opening groups Gl and G2. The additional scatter in these 

observations (Gl, G2) was believed to be the result of greater 

variation in the background leakage between the replications of these 

twelve treatments. 

The differences between the observed and the predicted elevations 

J 
- J 
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Figure 7 .21a. 

* • 

<>---- -o------<> 
<>----<>--.... __ '° 

O-t-~--,.--~-.-~~...,....~~..--~-.-~~....,.....~~.--~-.-~~ 

3eo 

375 

-E 370 
(J ......, 
I 385 

~ z 
w 360 

~ 
LL. 355 
0 
z 
Q 350 
~ 
~ ci 345 

REP1 REP2 REP3 REP1 REP2 REPJ REP1 REP2 REP3 
GlHlTl G1H1T2 GlHlT3 

'9-----__ _,,, 

• 

Figure 7 .21b. 

v" 

• 

- ~ 

,-"'----v ,, .. 

o-----..q-----~ 

340 0-----0----0 

o;-~--.,--~-r~~...--~~...-~~~~...--~~r-~~~---. 

REP1 REP2 REPJ REP1 REP2 REPJ REP1 REP2 REP3 
G1H2Tl GlH2T2 GlH2T3 

+ +C.I. 

c NPA.DATA 

+ 

'9 

• 

-c.1. 
+u.r. 
NPA.PRED 

-u.1. 

+C.I. 

NPA.OATA 

-c.r. 
+U.I. 

NPA.PREO 

-u.r . 

Figure 7.21 Comparison of the observed and predicted positions of 
the NPA along with their respective estimates of error 
(C.I. = 95' confidence interval; U.I. =uncertainty 
interval) . 

. . . 



n 
1 
1 -148-

1 21~ + +c.1. 
c NPA.DATA 

,,,_ ___ _, ___ _, )( -c.1. 
v +LI.I. 

• NPA.PRE.D 

0 -u.1. 

I • • 

r-- -...,.. ___ ...,,. 
E 
u ......... 

------.----1 I 210 

~ 

i l 
z • YJ 

~ 
LL. 
0 
z 

,_ 0 205 
~ .... o --o 
~ 0----0 .... '""'- o----<>---
....J 
l.i 

<>---~ ...... 
'""> 

REP1 REP2 REP3 REP1 REP2 REPJ REP1 REP2 REP3 
G2H1Tl G2HlT2 G2H1T3 

Figure 7 .21c. 

330 + +C.I. 
c NPA.DATA 

x -c.1. 
... ;111 v +u.1. 

..-325 
..,... ___ _,,,,,_,,,,,.,,. 

E • NPA.PRED 

I 
u -t---~ I, 

......... .,..,..,,. ... <> -u.1 • 

f 
< 

i 
a.. 320 

I 
z 

i I YJ "----..,,...--.... • ~ 
LL. 

~ f 0 315 z • 0 • -----o---<> -~~-~ v ~-- ... "'O 

~ 
YJ 310 0-----o-___ --o 

J 0 
REP1 REP2 REPJ REP1 REP2 REP3 REP1 REP2 REPJ 

J 
G2H2Tl G2H2T2 G2H2T3 

Figure 7 .21d. 

J 
J 



~ . ·. . 
-· ... 

310 

-5 305 -
~ z 
LIJ 
i!: 300 

..... 
0 
z 

.. 0 

~ 
~ 295 
LIJ 

185 

...-..1so 
E 
u -

. -; 

< .. a.. 155 z 
LIJ 

~ 
..... 
0 

150 z 
0 

~ 
~ 
~ 1"45 

-149-

+ +c.1. 
c 
)( 

.. 

r--------t----------1 : 
NPA.OATA 

-c.r. 
+u.r. 
NPA.PREO 

-u.r. 

• • • 

~-------------~-----------o 

REP1 REP2 
RE Cl 

Figure 7 .21e. 

REP3 

\ 

+ +c.1. 
'9"-----------------:---------Jll c NPA.OATA 

• • 

i 

r---------~-----------o 

REP1 REP2 
REC2 

Figure 7 .21f. 

x -c.1. 
,, +u.1 . 
• NPA.PREO 

~ -u.1. 



n 
1 
~l 

1 

J 
.J 
J 
J 

80, 

-E 
(J -
I 75 

~ z 
w 
F 
LL. 
0 
z 
0 70 
~ 
~ 
L&J 

-150-

+ 

~ 
___ _., c 

------'?'"----------- _._.. x 

I 
. v . I . <> ----------o--------------9---

+C.I. 

NPA.DATA 

-c.1. 
+U.I. 

NPA.PRED 

-u.1. 

a.,_-----------------.------------------.------------------

305 

-.300 
E 
~ 

< 
11.: 295 z 
LL.I 

F: 
LL. 
0 

290 z 
0 

~ a 
iii 2155 

REP1 REP2 
CYL 

Figure 7 .21g. 

REP3 

+ +C.I. 

v------------'1---------.---~ c NPA.DATA 

x -c.1 . 
., +u.1. 
• NPA.PRED 

<> -u.1 • 

• • • 

I ~ ~ 
9--------------~------------<> 

0-+-----------------...-----------------..------------------. 
AEP1 REP2 

CYLREC 

Figure 7 .21h. 

REP3 



··:: 

. ... 

-151-

of the NPA were normalized with respect to the eave height of the 

test sections (eave height= 4.959 m). It was found that 91.7 

percent of the predicted values were within ±1 percent of the eave 

height; 97.9 percent were predicted within ±2.0 percent of the eave 

height; and all of the elevations of the NPA were predicted within 

±2.22 percent of the eave height. Furthermore. the elevation of the 

NPA was predicted to within +1 percent of the eave height for 95.8 - \ 

percent of the cases which included an opening placed in the test 

ceiling (G1B2, G2B2. RECl. and REC2). 

Computation of the Infiltration Rate 

The infiltration rate is defined, for the purpose of this 

discussion, as the total mass exchange between the interior and 

exterior of a structure resulting from the stack effect. By the 

continuity equation (equation 3.32), the infiltration rate may be 

computed as either the slJID of the mass flow into a building or the 

Slllll of the mass flow out of a building. Due to the observed 

imbalance in the smn of the mass flows, the mean infiltration rate 

was computed by the following relationship: 

n 

L m. 
J 

(7.7) 

j=l 

2 

where; IR= the infiltration rate (kg/s), 

lmjl =the absolute value of the mass flow through the jth 

opening (kg/s), and 

n • the total ntllllber of openings. 

The computed infiltration rates for all replications of the 

I • 
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sixteen original treatments and the No Cracks treatments using the 

measured pressure differences have been displayed in Figures 7.22 and 

7.23. respectively. Excluding the No Cracks situation, the minimtllll 

infiltration rate was 0.0017 kg/s for treatment G1Hl.T3 (replication 

3) and the maximtllll infiltration rate was 0.0225 kg/s for G2H2TI 

(replication 2). Therefore. the infiltration rate varied by a factor 

of 13 .2 depending upon the relative size of the openings, the 

distribution of the openings. and the mean temperature difference. 

The infiltration rate computed for the No Cracks data was found to 

vary by a factor of 2 .4 depending upon the mean temperature 

difference. 

The contribution of each of the hypothetical openings, BGH and 

BGL, to the infiltration rate has been presented in Figure 7 .24 for 

each replication of each treatment. In general, the contribution of 

the background leakage was a function of the size of the openings in 

a particular distribution. Comparison of Figure 7.24 with Figure 

7 .20 indicates that in general the cases for which the sm of the 

mass flows fell outside the band of uncertainty were also cases for 

which the contribution of the background leakage to the infiltration 

rate was the most important. 'Ihe background leakage made the largest 

contribution to the inf i1 tr a ti on rate of treatment en. which had the 

smallest opening distribution. 

The infiltration rates were normalized with respect to the warm 

room VOllllDe (Vwr) and the mean warm room density (p.,). The 

volcme of the warm room was calculated to be 48.580 rr? and Pw of 

all sixty data sets was 1.1520 kg/,J Cs = 0.0017). The normalized 

infiltration rates wore expressed in terms of air changes per hour 
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(ach) as follows: 

3600 
= m • 64.327 (7.8) 

Where: IRN the normalized infiltration rate (ach); and 

IR= the infiltration rate (kg/s). 

The infiltration rates ranged from 0.109 to 1.447 ach for the 

original sixteen treatments and from 0.028 to 0.075 ach for the No 

Cracks treatment. 

Examination of all of the treatments for which the mean . 

temperature difference was varied (G1Hl, G1H2, G2Hl, G2H2 and NC) 

suggested that the infiltration rate varied linearly with the mean 

temperature difference. The normalized infiltration rates correlated 

highly with the mean temperature difference as shown in Figure 7.25. 

An important question which has not been addressed is: What 

influence does the error in the prediction of the NPA have on the 

prediction of the infiltration ra~e? In an attempt to answer this 

question the infiltration rate was calculated by equation 7.7 using 

the differential pressures computed based upon the predicted 

elevations of the NPA (NPA.PRED). The differences between the 

infiltration rates computed from the measured pressure differences 

(IR.DATA) and the infiltration rates computed based upon the 

predicted elevations of the NPA (IR.PRED) have been shown for all 

sixty cases in Figure 7.26 and 7.27. The uncertainty in the 

smuna ti on of the mass flow rates (u Im> is al so the uncertainty in 

the calculation of the infiltration rate for the original sixteen 

treatments. The data of Figure 7.26 indicates that all but four 
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infiltration rates agreed within the uncertainties due to the 

propagation of the errors in measurement (Appendix F). 

The results for the original sixteen treatments. provided in 

Figure 7.26, indicated that 89.6 percent of the errors were within 

±0.0002 kg/s (~0.013 ach). The greatest error was -0.00032 kg/s 

(-0. 021 ach) for GlID. T2 (replica ti on 1) . This 1 ar ge st difference 

represented 11.9 percent of the total flow. The greatest consistent 

error was 8.0 percent for the distribution containing all cylindrical 

openings (CYI.; 0.00024 kg/s. 0.016 ach). It is believed that the 

consistent error for CYl. resulted from. the use of a mean total minor 

loss coefficient of 1.5. 

The results for the No Cracks treatments (Figure 7 .27) showed 

that all of the differences were within ±0.000024 kg/s (.±{>.002 ach) 

or ±4 .S percent of the infiltration rate. Therefore. the seemingly 

large amount of error in the prediction of the NPA for the No Cracks 

treatments did not induce a very significant variation in the 

computed infiltration rates. 

A direct comparison between the error in the prediction of the 

NPA and the error induced in the computed infiltration rate has been 

provided for the sixteen original treatments in Figure 7 .28. From 

this figure it can be concluded that an error in the prediction of 

the NPA equal to ±1 percent of the eave height resulted in a 

variation in the computed infiltration rate of ±3.0 percent for 81.3 

percent of the 48 cases. The errors in the computation of the 

infiltration rate were within± 5.0 percent for 'all but five cases. 

Initial Estimates of the Eleyation of the NPA 

The application of the mass balancing procedure .required an 
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initial estimate of the elevation of the NPA. Obviously, the nmnber 

of iterations required to determine the predicted value of the NPA 

was a function of the quality of the initial estimate. 

It was determined from the experimental investigation and from 

the literature cited {Emswiler, 1926; Lee et al., 1985) that the most 

important factors affecting the position of the NPA were the relative 

size of the openings in a distribution and their vertical placement. 
\ 

The factors which influenced the relative size of the openings were 

the cross-sectional area and the discharge coefficient. Based upon 

.these observations the following empirical relationship was developed 

to provide an initial estimate of the NPA without iteration: 

N 
est 

where; N 

n A// n 
A. )k = 2= h. (C 2: (C ( 7 .9) 

J z. zj J 
j=l J j=l 

= the estimated elevation of the NPA, 
est 

h. the elevation f h . th opening, = o t e J 
J 

c = the discharge coefficient of th . th opening computed e J 
zj 

(using p = 
. 3 

at a M> of 4.0 Pa 1.2236 ·kg/m , JJ= 1.4364 % 

10-s 2 
m Is, T= 7.3°C (45°F)), 

A. = the cross-sectional area of the j th opening, and 
J 

k = an empirical exponent of 1.24. 

The exponent of 1.24 was determined as follows: 

1. The overall average elevation of the observed NPA (N) was 

computed for each opening group and placement combination 

(i.e., GlHl, GlH2, G2Hl, G2H2, RECl, REC2, CY.I.., en.REC, and 

NC); 

2. The best value of k for each of these nine distributions was 
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iteratively determined by setting their respective values of 

N equal to equation 7 .9; and 

3. Tho average of these nine values of k was determined to be 

1.24 (s = 0.645). 

The values of Nest were computed by equation 7.9 (with k = 

1.24) for each defined opening group and placement combination. 

These 9 estimates were compared with the 48 observed elevations of 

the NPA (NPA.DATA). The average error in the estimates was -0.12 

percent of the eave height (0.6 cm; 0.24 in) and the ma:dmm error 

was±5.2 percent of the eave height (.±25.8 cm,: ±10.2 in). The 

overall average NPA of the No Cracks treatments was estimated within 

-4 .6 percent of the eave height. 

If the mass flow rates were balanced within ±0.000004 kg/s. then 

the initial estimation of the NPA obtained by equation 7 .9 enabled 

the predicted elevation of the NPA to be determined by only 4 or S 

iterations. If the mass flow rates !fere balanced" ithin ±0.00004 

kg/s. then Nest enabled the predicted elevation of the NPA to be 

obtained in 2 or 3 iterations. 
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Chapter 8 

'IHE EXPERIMENTAL VALIDATION OF THE DISCHARGE CDEFFICIENT EQUATION 
AND THE APH..ICATION OF THE 'IHEORY TO 'IHE K>DELING OF 

ENVELOPE LEAKAGE 

Introduction 

The application of the mass balancing procedure to determine the 

elevation of the neutral pressure axis (NPA) of an actual structure 

would require a complete description of the vertical placement and 

the flow characteristics of the openings in the building envelope. 

Obviously, any attempt to locate and describe each individual opening 

would soon prove to be futile. A more feasible approach would be to 

model the flow through a building component, such as a window, as an 

equivalent opening. The equivalent opening would most likely be 

assigned to the elevation of the centroid of the modeled component. 

It may be necessary to model tall components as two equivalent 

openings placed at the elevations of the centers of the upper and 

lower halves of the actual component. If all of the components of 

the building envelope could be modeled in this manner then the 

elevation of the NPA and the resulting infiltration rate could be 

estimated frcm a blueprint. 

The current practice (as described in chapter 3) consists of 

modeling structural components as an equivalent orifice with a 

constant discharge coefficient. The modeling parameter is termed the 

effective 1 eakage area (equation 3 .1) which is equivalent to the 

product of the cross-sectional area and a mean discharge coefficient. 

The results of the sensitivity analysis (chapter 6) indicated that 
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for small openings, "hich are similar to envelope leakage, the 

discharge coefficient varied considerably "ith the relative size of 

the flow length. This suggests that the presence of the flo" length 

should not be neglected. 
. 

Motivated by the conclusions of the sensitivity analysis and the . I 

measure of success experienced in modeling the influence of 
j 

background leakage a supplementary experiment "as performed to 

satisfy the follo1Ving objectives: 

a. To experimentally determine the importance of the flolV 

length (i.e. friction loss) for small rectangular and 

cylindrical openings,; 

b. To experimentally validate the use of the discharge 

coefficient equation to compute the flow through small 

rectangular openings; and 

c. To demonstrate the potential for the modeling of envelope 

leakage as an equivalent straight rectangular opening. 

Description of the Experiment 

An experiment was set up to validate the use of the discharge 

coefficient equation for the computation of laminar flow through 

short openings. Differential pressure measurements over a given 

range of volumetric flow rates "ere obtained for a group of 

rectangular and cylindrical openings. Flows to produce Reynolds 

nmabers up to 3500 were used. All of the openings included in the 

experiment were short pipes 1tith dimensionless flow lengths. z/Dh• 

from 2.0 to lS.9. 

A de script ion of the reotangul ar and cylindrical openings used in 

the experimental investigation has been presented in Tables 8.1 and 

J 



ID. d 

(mm) 

A 0.8 
B 1. 7 
c 2.0 
D 3.3 
E 6.3 
F 12.9 
G 13.4 

z 

(mm) 

25 .4 
50.8 
12.7 
44.5 
88.9 
50.8 

152.4 

ID. 

x 
y 

Table 8 .1. 
Gecmetric Description of the Rectangular Openings 

.. A Q n "'{ (Ay) Dh z/Dh 
d0-4 Cm-l) -5 

(mm) (cm:l) xlO ( m) (mm) 

500.1 4.00 0.0016 95.8 6.55 0.026 1.6 15.9 
500.1 8.50 0.0034 95.6 6 .95 0.059 3.4 14.9 
500.1 10.00 0.0040 95.6 32.68 0.327 4.0 3.2 
500.1 16.50 0.0066 95.3 15 .36 0.253 6.6 6.7 
499.3 31.45 0.0126 94.7 14.60 0.459 12.4 7.2 
498.5 64.31 0.0259 93.2 51.98 3.334 25 .1 2.0 I 
500.1 67.01 0.0268 93.1 17.92 1.201 26 .1 5.8 ..... 

°' VI 
I 

Ta bl o 8 .2. 
Geanetric Description of the Cy lindri ca 1 Openings 

Nunber D z A "'{ (A 'Y) z/Dh 
of 2 xl0-4 (m-1) · xto-5 (m) Openings (mm) (mm) (cm ) 

2 6.4 S0.8 0.32 979.05 0.313 7.9 
2 12.7 50.8 1.27 979.05 1.243 4.0 

·. 
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8.2, respectively. The seven rectangular openings have been divided 

into ho classifications based upon the thickness of the opening (d) 

and the flo1t length (z). The openings labeled A through Dare 

considered the most characteristic of structural leakage in a 

residence. The remaining openings are more representative of natural 

ventilation. In particular, slot F may be expected to behave in a 

manner similar to a lfindo1t which has been slightly raised. Tlfo 

different diameters of cylindrical openings lfere included and two 

openings of each size lfere fabricated to give a total of four 

openings. The construction of all of the openings used in this 

experiment was described previously in Chapter 4. 

The dimension! ess flow length, z/Dh• is shown for each of the 

rectangular and cylindrical openings. The size of the dimensionless 

flow length is an indicator of the relative importance of the 

contribution of the flow length to the total dimensionless pressure 

drop. An opening with a very small dimensionless flow length would 

be expected to contribute a negligible friction loss and behave as an 

orifice. Openings with relatively large values of z/Dh •ould 

contribute a significant friction loss characteristic of laminar flow 

through a pipe. 

Four replications of air flow and differential pressnre data were 

ta.ken for ea.ch test specimen. For each replication the air 

properties were determined fran a measurement of the local barcmetric 

pressure, and the wet-bulb and dry-bulb temperatures (Appendix C). 

The wet-bulb and dry-bulb temperatures were measured by means of a 

mechanical psychrometer and the barcmetric pressure reading was taken 

from a metal! ic coil ba.raneter which was checked against a standard • 
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The experimental investigation was carried out in an airtight 

test box. The test box had a length of 1.54 m (60.5 in) and a 

cross-section of 0.93 m (36.63 in) by 0.63 m (24.63 in). In order to 

obtain an airtight test chamber with a smooth surface on the 

interior, the walls were constructed of plexiglass and all of the 

seams were sealed with silicone. The test chamber was tested for 

leakage and sealed where the leaks were found. An air diffuser, made 

,of polyester filter material, was located 0.30S m (1 ft) downstream 

from the air supply inlet. A mounting plate for the test specimens 

was located 0.58 m (22.S in) downstream from the air diffuser. The 

test openings were mounted within the test chamber by several bolts 

and gaps between the mounting plate and the openings were sealed with 

vacuwn grease. Four 6.35 mm (0.25 in) copper tubing pressure taps 

were installed around the perimeter of the test chamber on each side 

of the mounting plate. Each set of four pressure taps were connected 

in parallel using copper tubing of like diameter. The mean static 

pressure drop across the openings was measured using a micromanometer 

that could be read within ±0.125 Pascals (0.0005 in of H20). 

The air flow was supplied by a variable speed, positive 

displacement blower. The air flow was measured by variable area flow 

meters which were accurate to within± 2.0 percent of full scale. 

For flow rates below 800,0 cmJ/s (1.7 cfm) the flow meter was 

calibrated against a positive displacement flow indicator. 

Method of Data Analysis 

All of the openings included in the experiment were classified as 

short pipes. A review of the literature indicated that the total 

minor loss coefficient (K) was an empirical value which can vary 
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considerably between short pipes according to the degree of 

hydrodynamic development (Khd) and the sharpness of the inlet 

(Kinlet>· The value of Khd for a particular short pipe will also 

vary with the Reynolds number and thus will vary with the flow rate. 

The magnitude of the variation of the minor loss coefficients in a 

particular opening is considerable for low flow rates. 

The four replications of differential pressure and air properties 
\ 

data were averaged for each flow rate tested to give one flow versus 

preunre drop cTirve for each opening. A distribution of total minor 

loss coeff~cients was determined for each opening by applying the 

following relationship at each mean data point: 

K = K ) (8.1) 
e.x. 

P V'J 

'Ille friction coefficient, B, was determined for the rectangular 

openings from equation 3.30. A friction coefficient of 64 was used 

for each of the cylindrical openings. 'Ille importance of the flow 

length for each of the openings was determined by a comparison of the 

magnitudes of the dimensionless friction losses and the total minor 

loss coefficients. 

A mean total minor loss coefficient (K) was determined for each 

opening by averaging the minor loss coefficients obtained (using 

equation 8.1) over the entire range of pressure differences. In a 

practical situation it would be desirable to simplify the computation 

of a discharge coefficient by using a mean value of Kover as a wide 

range of pressure differences as possible. Using the mean total 

minor loss coefficient (K) for each opening, the flow rates were 

. ) 
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computed using the discharge coefficient method (equation 3.26 lfith 

equation 3 .21) and compared with the measured flow rates. 

The purpose of this portion of the analysis !fas not to endorse 

the use of a par ti cul ar value of X:. Instead. the purpose !fas to 

determine if the discharge coefficient method is a reliable technique 

to compute the flo" through a short opening provided the proper value 

of K is knolfn. 

The sensitivity analysis (Chapter 6) demonstrated that a 20 

percent error inKlfouldouly induce a0.3 to8.7 percent error in 

the discharge coefficient depending upon the magnitude of (Ay) and 

the pressure difference. The error in the discharge coefficient 

would render the same percentage of error in the computation of the 

flow rate. Based upon the capabilities of the instrtllDentation, the 

uncertainty of the flow measurements ranged frcm ± 2.0 percent (at 

full seal e} to± 10.0 percent and the estimated error in the 

differential pressure measurements ranged frcm ±. 0.2 to±. 8.9 

percent. The uncertainty associated "ith the measurement of the 

cross-sectional dimensions of the openings was the source of the 

greatest consistent error. An analysis of tho propagation of error 

in computing the area of the openings indicated that the greatest 

percentage of error !fas in the measurement of the slot thickness. d 

for the rectangular openings and the diameter (D} for the cylindrical 

openings {Appendix F). Also, the percentage of uncertainty in the 

calculation of the area for the rectangular openings !fas identical to 

the percentage of uncertainty in the measurement of the slot 

thickness. Recalling that the uncertainty of the measurement of the 

opening dimensions was ±. 0 .25 mm (0.01 in), the uncertainty of the 
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area of each rectangular opening may be determined frcm Table 8.1. 

The uncertainty of the areas ranged frcm 1.9 to 31.7 percent. The 

uncertainty in the area for openings X and Y 11erc ±8 and .±.4 percent 

respectively. For most of the openings the flow prediction error 

associated 11 ith a 15 to 20 percent error in the estimation of K 11ould 

be less than the errors associated 11ith the air flo11, differential 

pressure and opening dimension measurements. 

The distribution of the total minor loss coefficients and the 

comparison of the measured and the computed volumetric flo11 rates are 

presented separately for the rectangular and cylindrical openings in 

the follo1dng sections. The data for each opening and the total 

minor loss coefficients for each opening are presented in Appendix G. 

Results for the Rectangular Openings 

For the rectangular openings A and B the Reynolds numbers ranged 

fran 19 to 777. It was observed that for Reynolds n11nbers less than 

400 the scatter of the values of K greatly increased as the Reynolds 

number continued to decrease. 

The Reynolds number may be interpreted as the ratio of the iner-

tia forces to the viscous forces and at large Reynolds numbers the 

viscous forces are considered negligible. The increase in scatter 

was believed to be related to the greater importance of the viscous 

forces at very low Reynolds umbers. As a result, only data points 

with Reynolds DtllDbers greater than 400 were used with equation 8.1. 

In order to determine the relative importance of the dimen-

sionless flow length, the total minor loss coefficients for each 

rectangular opening were plotted against the term B(z/DhRe) (refer 

to Figure 8.1). As was expected, the dimensionless flo1t length, 
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z/Dh• may be used to make a distinction among the different 

openings. The slots with the largest dimensionless flo111 lengths. 

namely A and B. provided a friction loss that was greater than the 

total minor loss coefficient at every point. This suggested that the 

flows in these two openings may have developed near the exit of the 

slots. The now length is clearly not negligible. It 11as speculated 

that the decrease in K for these two openings was a result of the 

very low Reynolds nmnbers where the viscous forces became more 

important. 

The remaining five slots had values of z/Dh ranging fran 2.0 to 

7 .2. For all of these openings the minor loss coefficients were 

greater than the dimensionless friction loss at every point and the 

importance of the friction loss varied with the Reynolds number. 

The relative importance of the flow length for this group of 

openings may be readily demonstrated by a closer examination of the 

data of slots D (z/Dh=6.7) and F (z/Dh=2.0). A comparison at the 

extreme values of Reynolds nUDber (refer to Figure 8.1 and Table 8.3) 

indicated that the dimensionless friction loss of slot D contributed 

about 40 percent of the total pressure drop at a Reynolds nunber of 

573 and 11 percent of the total pressure drop at Re equal to 3440. 

Even though the contribution of the dimension! ess friction 1 oss 

varied by a factor of 3 .6. neglect of tho flow length would incur 

significant error. For slot F the presence of the flow length 

accounted for 3.8 percent (at Re= 3356) to S.3 percent (at Ro= 

2013) of the total dimension! ess pressure drop. Therefore. s1 ot F 

behaved tho most 1 ike an or if ice and over tho range of data 

considered, tho flow length could probably bo neglected. 
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Table 8.3. 
Mean Total Minor Loss Coefficients for the 

Rectangular Openings 

ID. z/Dh K Std. Maxim1J1D Minimt1111 Range of Re 
Dev. 

A 15.9 1.42 0.023 1.45 1.39 426 to 581 
B 14.9 1.49 0.071 1.56 1.35 427 to 777 
c 3.2 1.33 0.059 1.42 1.26 574 to 2524 
D 6.7 1.67 0.088 1.80 1.55 513 to 3440 
E 7.2 1.97 0.149 2.23 1.81 680 to 3400 
F 2.0 1.58 0.042 1.62 1.53 2013 to 3356 
G S.8 1.65 0.038 1.70 1.62 2014 to 3347 

:·. 
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In general, the pressure loss induced by the presence of the flo" 

length should not be neglected for dimensionless flo" lengths greater 

than 2.0. .Furthermore, the slots "hich are the most characteristic 

of structural leakage (A through D) had dimensionless flo" lengths 

ranging from 3.2 to 15.9. The data strongly implied that for the 

modeling of leakage characteristic of infiltration the effect of the 

flo" length should be included. 

The average total minor loss coefficients for each rectangular 

opening are presented along 19ith the standard deviations and extremes 

in Table 8.3. Inspection of the magnitudes of the standard devia

tions reveals that they are all be lo" 0 .15 and the majority are bel 019 

0.10. Based on a revie" of literature pertaining to flo" through 

rectangular channels, (Deavers et al. 1970; Etheridge, 1977; Fox and 

McDonald, 1973; Han, 1960) the observed variation of the total minor 

loss coefficients 19as not considered excessive. Furthermore, the 

subtractive process used to determine the individual values of K 

tended to accentuate the variation. Therefore, the flo" rates were 

predicted over the entire range of observed pressure differences for 

each opening using its respective value of K • 

The flow rates predicted by the equations have been compared in 

Figure 8.2 19ith tho observed flow rates. The flow measurement range 

was 77. 7 cm3 / s (0.16 cfm) to 14160 cm3 / s (30.0 cfm) and the 

corresponding range of pressure drops was 1.4 Pa(.0056 in HzO) to 

83 .4 Pa (0.3349 in H20). An equal range of flow and pressure 

differentials for each slot "as not possible duo to the limitations 

of the equipment or the occurrence of Reynolds numbers greater than 

3500 at the higher pressure differentials. 
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The majority of the flow predictions for the rectangular openings 

were within.±. 4.0 percent of the measured values. A total of eight 

points were outside this band. Six of these points were frcm the 

data of slot A and they were measured using the same flow meter. The 

scatter of the data presented in Figure 8 .2 implies that part of the 

error associated with these six points was due to an unknown 

systematic error. It is believed that the source of this error was 

in the flow measurement since the flows measured at differential 

pressures greater than 25 Pa used a different flow meter and the 

errors were less than 1 percent. In addition. the relativdy low 

flow measurements for these points correspond to a range of Reynolds 

numbers frcm 95 to 197. It "as stated previously that values of K 

"ere only determined frcm data at Reynolds nlllllbers greater than 400. 

The data point with the greatest percentage of error (-6 .5 

percent) was in the prediction of the flow rate for slot A at a 

pressure drop of 22.3 Pa. The flnw measurement was 799.4 cm3/s 

(1.69 cfm) and the error was 52.3 cm3/s (0.11 cfm). The maximun 

absolute difference occurred for the prediction of flow through slot 

E at a .dP of 22.9 Pa and a flow measurement of 14160 cm3/s (30.0 

cfm). The absolute difference was 516 .4 cm3 / s (1.09 cfm) which 

corresponds to an error of 3 .6 percent. The uncertainty of the flow 

measurements ranged fran ±. 2.0 percent (at full scale) to.±. 10.0 

percent. 'Ille estimated error in the differential pressure mea

surements based upon the capabilities of the instrlllllent ranged fran 

:!:,0.15 to :t,8.9 percent. The uncertainty of the areas ranged fran 31.2 

percent for slot A to 1.9 percent for slot G. 

Taking into consideration the errors discussed. it "as concluded 
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that the discharge coefficient method was able to predict the 

measured flow rates 1tithin the uncertainty of the measured quantities 

using a mean total minor loss coefficient. In particular, the 

results for slots A, C, and D indicated that a mean total minor loss 

coefficient may be applied over a differential pressure range as 

large as 1.5 to 80 Pascals for short rectangular channels with aspect 

ratios in the range of 0.0016 to 0.0066. In addition, the 

comparisons for slots A and B suggest that an average total minor 

loss coefficient 1thich has been determined at Reynolds nmbe~s 

greater than 400 may be applied relatively well for Reynolds ntm:1bers 

as low as 19. The results for slots F and C indicated that the 

discharge coefficient equation may be applied to rectangular openings 

with very small dimensionless flow lengths. 

Results for the Cylindrical Openings 

'Ih e sum of the minor l o se s and the 1 o s so s induced by the fl o" 

1 ength have been compared in Figure 8 .3 • As was true for the 

rectangular openings, each point shown represents four replications 

of data. 
!·. · · 

'Ihe distribution of the total minor loss coefficients for the 

cylindrical openings differ fran the rectangular openings in ho 

respects. The minor loss coefficients for the cylindrical openings 

increased with B(z/DhRe) at approximately three times tho rate of 

the rectangular openings over a comparable range of B(z/J>iiRe) and 

z/Dh• Also, the distribution of the K values for all of the cylin-

drical openings appears to be monotonic. The contribution of the 

dimensionless friction loss to the total dimensionless pressure drop 

.. : varied with tho Roynol ds nmiber frcm 4 .6 percent to a maximun of 19 

. .. 
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percent. Therefore, the contribution of the dimensionless frictional 

loss should not be neglected. 

Due to the great variability, the total minor loss coefficients 

of all four of the cylindrical openings 1rere averaged over ho ranges 

of the dimensionless friction loss. For values of B(z/DhRe) frcm 

0.18 to 0.53 the flo1r rates 1rere predicted by the discharge coeffi-

cient method using a K of 2.0 (std. dev. = 0.162). For values of 

B(z/DhRe) less than 0.18 a K of 1.69 (std. dev. = 0.048) us used • 

The minimlllD friction loss 1ras 0.08. The criterion used for the 

selection of the ranges 1ras the magnitude of the standard dev ia ti on 

of the mean total minor loss coefficients. It was desired to 

minimize the magnitudes of the standard deviations and thereby maxi-

mize the ranges of application. The comparison of the measured flo"s 

with those predicted have been presented in Figure 8.4. The resi-

duals in percent were plotted against the dimensionless friction loss 

(Figure 8.4) to facilitate comparison 1rith Figure 8.3. 

For openings ll and X2 the range of measured flow rates was 77 .7 

cm.3/s (0.16 cfm) to 307.2 cm3/s (0.65 cfm). 'Ihe corresponding 

pressure drops ranged fran 9.3 Pa (0.0373 in H20) to 60.9 Pa 

(0.2446 in H20>. The measured flow rates for Yl and Y2 varied fran 

158.2 cm3/s (0.34 cfm) to 549.0 cm.3/s (1.16 cfm) 1rith differ-

ential pressure measurements of 2.0 Pa (0.0080 in H20) . to 18.4 Pa 

(0.0739 in H20). All of the flow rates were measured 1rith the same 

flow meter which had an error of± 15.7 cm3/s (0.03 cfm). The 

nlllllber of data points obtained was limited by the capabilities of the 

flow meter and the occurrence of Reynolds nlllllbers greater than 3500 

at pressure drops greater than the upper limits indicated • 

. . . . 
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The majority of the flo" rates measured "ere predicted "ithin ±. 

4.0 percent and the points "ith errors greater than 4.0 percent "ere 

"ithin the uncertainty of the measured quantities. The flo" 

prediction "ith the greatest percentage of error "as for X2. The 

flo" measurement "as 77.7 cm3/s (at /lP • 9.3 Pa) and the error in 

prediction "as -5.9 percent "hich is equivalent to an absolute 

difference of 4.6 cm3/sec. The maxim'Dlll absolute difference "as 

10.3\ cm3/s (for Yl, Q = 232.6 cm3/s; AP= 3.8 Pa). 

Proposed Application to the Modeling of Structural Leakage 

In order to compute the air flo" through an opening at a given 

pressure difference and set of air properties the parameters that are 

required are A, y and K. The same requirements apply to the modeling 

of structural leakage. It is proposed that if an appropriate average 

total minor loss coefficient is kno"n, then the leakage of a building 

component may be modeled as a single equivalent opening. This "ould 

be accomplished by the empirical de termination of an area <Am> and 

a gamma <rm> "hich best describe the air flo" characteristic of the 

building component. A straight rectangular opening "ith a small 

hydraulic diameter lfOuld be the most suitable type of opening for 

the foll owing reasons. 

1. A general observation of the leakage around doors and 

•indows suggests that a rectangular cross-section "ith a 

small Dh •ould be the most appropriate. 

2. The results of the experimental investigation indicated the 

foll ow ing : 

a. The air flow through straight rectangular openings lfith 

dimensions most typical of infiltration (A through D) 



l 

J 

-182-

may be predicted over a range of differential pressures 

as great as 1.5 to 72 Pascals using a single mean total 

minor loss coefficient; and 

b. The flow through straight rectangular openings with 

hydraulic diameters in the range of 1.6 mm to 6.6 mm 

may be expected to remain laminar for differential 

pressures which greatly exceed, those typical of 

inf i1 tr a ti on. 

The primary requirement to model a l;>uilding component as . an 

equivalent straight rectangular opening is to determine a mean total 

minor loss coefficient for modeling structural leakage. Ks. Fran 

Table 8.3, the value of Ks was determined to be 1.5 (std. dev. = 

0 .14) by averaging the mean total minor loss coefficients of openings 

A, B, C, and D. Referring to Table 8.1, it can be shown that the 

corresponding mean aspect ratio was 0.0039. Using an aspect ratio of 

0.0039 sets the mean friction coefficient, B, at 95.6 (fran Table 8.1 

or equation 3.30). These values of Ks and B were in close 

agreement with the results presented by Etheridge (1977) for straight 

rectangular slots with dimensions typical of infiltration. 

Rearranging the terms in equation 3 .23 and setting K equal to 

K5 the dimensionless energy equation may be written in the 

fol l ow ing form : 

2AP 2APA" 
= = 

where: 

4Qy 
m 

+ K 
s 

" 
4Qy 

m 
• B~ Dh:e ]= the dimension! oss friction loss 

(8.2) 
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The equation to be used for modeling a building component as an 

equivalent straight rectangular opening was obtained by solving 

equation 8.2 for the pressure drop, .AP. 

.AP = bX ( 8 .3} 

where; x t :~m + 

b = -1. 
··:-.· A'" m 

The air flow through a building component would be modeled as a 

straight rectangular opening by determining the equivalent opening 

parameters (Am and "fm} according to the following procedure. 

1. The pressure drop, .AP, across the component and the 

corresponding flow rate, Q, •ould be measured over a wide 

range and the air properties would be determined. 

2. Successive ap11roximations of Ym would be made and the cor-

responding Am would be determined by application of a 

least squares best fit to equation 8.3. 

3. The flow rates would be predicted using the discharge 

.. · .. coefficient method for each "fm and its corresponding Am· 

4. The Am and Ym which best predicts the observed 

volt1111etric flow rates would be chosen to model the leakage 

of the component. 

In equation 8.2 it was shown that the total dimensionless 

pressure drop across any opening or building component is the stan of 

the dimension! ess pressure drops given by the dimension! ess friction 

loss, V/4Qym• and the total minor loss coefficient, Ks• In 

essence, the modeling procedure involves the assignment of a value 
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for the total minor loss coefficient, and then iterating on the three 

dimensional scale of the equivalent opening until a value of gamma, 

y • is determined such that the S'tllll of 1l/4Qy and K is equivalent 
m m s 

equivalent to 2JiP/pV2 over the range of data. If the total minor 

loss coefficient of the aotual building component is greater than 

Ks then the additional pressure drop 1'0uld be compensated by a 

smaller value of rm 1'hich would yield a greater dimensionless 

friction loss. Fran the definition of gamma foria rectangular 

opening (equation 3.24) it can be seen that a decrease in gamma 1'ould 

be the result of an increase in the flow length (·z) or a decrease in 

the aspect ratio. 

Up to this point the discussion has been devoted exclusively to 

the modeling of subjects 1'hich have straight flo" paths. The actual 

fl ow paths of the 1 eakage of a structure are often characterized by 

expansions, contractions and bends. The presence of these sources of 

minor loss can add frcm 0.2 to 1.3 to the total minor loss 

coefficient (ASHRAE. 1985; Fox and .McDonald. 1978). Due to the 

extreme variability of these types of pressure losses, the more 

predictable situation of a near infinite straight rectangular opening 

is preferred. It is theorized that the increased pressure drop due 

to con.tractions, expansions. and bends would al so be compen.sa ted by a 

decrease in the value of gamma of the equivalent straight rectangular 

opening. 

For laminar flow the friction factor, B/Re. is not a function of 

the surf ace roughness of the opening (Fox and .McDonald, 197 8). For 

turbulent flows the surface roughness causes the friction factor to 

increase which in turn causes the dimensionless friction loss to 
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increase. If the modeling procedure was applied to flows in the 

turbulent regime it is believed that the value of gamma of the 

equivalent rectangular opening would decrease to compensate for the 

increase in the dimensionless friction loss. 

For the purpose of demonstration. the modeling procedure has been 

applied to the data of openings A, B, C. D. E. and Yl. Slots A 

through D were chosen because their cross-sectional dimensions were 

the most characteristic qf infiltration. Slot E was selected because it 

was the rectangular opening with the largest value of K as well as the 

greatest variability (refer to Table 8.3).· The opening Yl was 

included to determine if a cylindrical opening could be modeled as an 

equivalent straight rectangular opening with a constant total minor 

loss coefficient. 

It was determined that the easiest method to dete1'11line when the 

best pair of opening parameters <Am and rm> had been obtained was 

by comparing the average error in the prediction of the flow rates. 

The pair of equivalent opening parameters that gave a mean error 

closest to zero was chosen. A plot depicting the use of this 

technique has been provided in Appendix H. 

The results of the modeling procedure have been presented in 

Table 8.4 and the comparison of the flows using the equivalent 

opening parameters with the data have been shown in Figure 8.5. All 

but four of the predicted flow rates agreed with the measured flow 

rates within± 3.0 percent and the error in each of the predictions 

was within the uncertainty of the measurements. Also. the average 

error in the prediction of flow was within ±0.6 percent for all of 

the openings. 

.... 
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Table 8.4 
Results of the Modeling Procedure 

Opening A (A-A ) rm ( y-y ) (Ay) 
m m m m 

ID (cm2) .. xl0-4 (m-l) .. x10-5 (m-1 ) 

A 4.29 -7.3 s.s 16.0 0.024 
B 8.35 1.8 7.87 -13.2 0.066 
c 11.07 -10.7 20.0 38.8 0.221 
D 16.44 0.4 12.0 21.9 0.197 
E 29.61 S.9 10.0 31.5 0.296 
Yl 1.26 0.8 400.0 59.1 0.504 

Note: Values of Kare from Table 8.3. 

(K-K > 
s 

% 2 r 

-5.3 0.9994 
-0.7 0.9997 

-11.3 0.9999 
11.3 0.9997 
31.3 0.9997 
N/A 0.9999 
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Comparison of the equivalent opening parameters (Table 8.4) lfith 

the actual values (sholfn in Tables 8.1 and 8.2) indicated thnt the 

magnitude of the percent difference in area ranged frcm 0.4 to 10.7 

percent lfhile the magnitude of the difference in r ranged fran 13 .2 

to 59.1 percent. Therefore, the three dimensional scale of the model 

slot varied more than the cross-sectional area. Furthermore, the 

only cross-sectional area lfhich !fas not predicted lfithin the 

uncertainty of the measurements !fas for opening E. The uncertainty 

in the area for opening E !fas± 4 .O percent. The additional error in 

the prediction of A for this opening lfaS believed to be related to 

the larger magnitude of K for opening E. This al so implied that the 

values of Am had a relatively good degree of physical significance. 

Comparison of the values of Kin Table 8.3 lfith Ks indicated 

that the percent difference between r and "fm !fas . the greatest when 

the percent difference between K and K5 !fas the greatest. 

Consequently, for the cases wh~n K5 was less than the actual total 

minor loss coefficient the additional pressure drop required !fas 

provided by a smaller value of gamma. The smallest magnitude of 

percent difference between r and rm was for opening B. Opening B 

had a mean total minor loss coefficient which was almost identical to 

The dimensions of the model slots "ere determined by nsi ng an 

avera&e aspect ratio of 0.0039 and a B of 95.6 and they are presented 

J 

in Table 8.5. The flo" length "as determined by solving the defining 

equation of gamma for a rectangular opening (equation 3.24) for z. 

The thickness. d, was calculated by: 

d=~ ( 8 .4) 
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Table 8.5 
Dimensions of the Equivalent Straight 

Rectangular Openings 

~ = 0.0039 B=95.6 K = 1.5 
s 

Opening d w z Dh z/Dh 

ID. (mm) (mm) (mm) (mm) 

A 1.3 330.0 74.1 2.6 28.6 
B 1.8 463.9 51.3 3.6 14.3 
c 2.1 527.1 20.5 4.2 4.9 
D 2.S 651.6 33.4 s.o 6.7 
E 3.4 870.9 40.6 6.8 6.0 
Yl 0.7 180.0 1.0 1.4 0.7 

: ·· 
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The .hydr an! ic diameter (Dh) and the dimensionless flo" length, 

(z/Dh), "ere determined frcm the appropriate defining equations. 

Noting that the resistance of a rectangular opening may be 

increased by either decreasing a or increasing z, comparison of the 

dimensions and parameters given in Table 8 .5 "ith the physical 

measurements (Tables 8.1 and 8.2) allo"s the following general 

observations. 

1. If the actual aspect ratio "as greater than the a assnmed 

then the values of Db_ and (Ay) of the model slot "e~e less 

than the actual values. 

2. A straight cylindrical opening has very little resistance 

due to the cross-section relative to a near infinite 

rectangular opening. As a result, the greatest reduction in 

Dh• (Ay) and z occurred for opening Yl. 

It must be emphasized that even though an average aspect ratio of 

0.0039 lf&s 11Sed for demonstration, this is not meant to imply that a 

value of 0.0039 should aluys be used. The actual modeling and 

computation of the flolf characteristic of an opening depends entirely 

upon the magnitudes of the parameters Am and Ym• The assmption 

of an aspect ratio •as only required to estimate the dimensions of 

the equivalent straight rectangular opening. 

It is believed that the leakage of structural components may be 

modeled as an equivalent straight rectangular opening. Using a mean 

total minor loss coefficient for modeling structural leakage (Ks), 

the equivalent opening parameters Am and Ym would be determined 

by the outlined procedure. The advantages of using the modeling 

procedure described are: 
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1. The dimensions of the modeling equation (equation 8.3) are 

homogeneous. 

2. The effect of the flo" length as "ell as the dimensionless 

properties of the cross-section may be included. 

3. The variation of the discharge coefficient "i th (Ay) as "ell 

as AP may be taken into account • 

. ·. The modeling of structural leakage as an equivalent straight 

,•'• \ 

rectangular opening has been presented in concept only. In order to 

apply the modeling procedure to actual structural leakage the 

modeling procedure needs to be experimentally validated for actual 

building components. The effects of bends. contractions. and 

turbulent flo" s need to be experimentally determined al so • 

... -
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SUMMARY AND CONCLUSIONS 

A revie'lf of the literature indicated that the position of the 

neutral pressure a:z:is (NPA) for envelope leakage under pure stack 

conditions is primarily dependent upon the relative size of the 

individual openings, their resista,nce to flo" and their vertical 

\ 

distribution. The factor subject to the greatest ambiguity was the 

de script ion of the fl O'lf resistance of relatively short openings 

common to infiltration. 

A semi-empirical equation to directly compute the discharge 

coefficient was developed frcm the general energy equation for 

laminar flo• through a straight channel of arbitrary cross-section. 

The discharge coefficient may be viewed as a dimensionless flo• 

resistance de scribed by tho foll O'lf ing functional statement: 

Cz = f[ (Ay). AP, K, µ, p ] 

The area-gamma product (Ay), represents the total gecmetric 

contribution. to the flo• resistance of an opening. The geanetric 

parameter, gamma, is a three dimensional scale factor 'lfhich 

represents the resistance due to the geanetry of tho cross-section 

and tho tlo• length. Tho total minor loss coefficient CK) represents 

the losses due to the inlet geanetry, the degree of hydrodynamic 

developnent, and the exit. Hence, the total minor loss coefficient 

is the empirical portion of the equation. 

The discharge coefficient equation was incorporated into a 

procedure to predict the elevation of tho NPA for general 

-192-
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distributions of rectangular . or cylindrical openings. The procedure 

to predict the elevation of the NPA was an iterative technique based 

upon a direct application of the continuity equation written in terms 

of the mass flo" rate. 

A two cell environmental chamber was constructed to simulate the 

temperature gradients across the shell of a two story residence. An 

insulated wall and ceiling section divided the chamber into a cq_ld 

roan and a wa:cn room. Idealized openings could be mounted in the 

test wall at nine different locations. The ceiling section ~ad one 

location for . mounting an opening and a circular mounting plate to 

facilitate the study of a chimney at a later date. 

Several idealized straight rectangular and cylindrical openings 

were constructed of acrylic sheet. The dimensionless flow length 

(z/Dh) ranged fran 1.0 to 15.9. 

A collection of experiments were performed to investigate the 

factors which influence the 1 oca ti on of the NPA and to test the 

validity of the mass balancing procedure of determining the elevation 

of the NPA. The parameters varied were: the total leakage area 

mounted in the test sections; the size of the individual openings; 

the gecmetry of the openings; the vertical placement and the mean 

temperature difference. The differential pressure across the test 

sections was measured as a function of elevation for six opening 

groups, five opening distributions and four ranges of tempe~ature 

difference. The elevation of the NPA and the mean density difference 

were determined from each differential pressure profile using a 

regression technique. The observed elevations of the NPA ranged frcm 

15.2 to 73.7 percent of the eave height of the test wall. The 
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temperature •as also measured with respect to elevation in each room 

to observe any stratification 1Jhich may occur. 

It was determined that a significant amount of unidentifiable and 

uncorrectable leakage existed in the two room enviromnental chamber. 

As a result, the chamber leakage (or background leakage) 1Jas treated 

as an additional opening group. Twelve replications of data 1Jere 

taken for the background leakage at several differential temperature 

conditions.' The average elevation of the NPA •as observed to be at 

56.4 percent of the eave height. Tn facilitate inclusion of the 

effects of the background leakage in the mass balancing procedure, 

the leakage was modeled as two hypothetical openings based upon the 

differential pressure profiles observed for the enviro:cmental 

chamber. 

The followini results concernini the descTipt.ion of the prosaure 

differences due to the stack effect were established fran the 1 inear 

regression on the observed differential pressure prof i1 es. 

1. The coefficients of determination Cr2 ) of the 60 

differential pressure profiles observed •ere all greater 

than 0 .9986. 

2. These high levels of correlation yielded 95 percent 

confidence intervals for the elevations of the NPA frcm ±_0.7 

an (,:t0 .26 in) to ±3 .1 cm (j:l .22 in}. 

3. The mean density difference between the two rooms •as also 

determined from the regression. The 95 percent confidence 

intervals •ere frcm ±_0.47 to ±.1.98 percent. 

4. It was found that 99.3 percent of the observed differential 

pressures •ere within the 95 percent prediction interval 

.,. 
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about each regression line. Therefore, the variation of the 

density difference with elevation induced by the observed 

degree of temperature stratification did not have a 

meaningful influence on the prediction of the differential 

pressures. 

The following results were found concerning the factors which 

influence the position of the NPA. 

1. \ ' A variation of the mean temperature difference from 16°C 

(28.8°F) to 48.4°C (87.1°F) had no significant effect on the 

position of the NPA. 

2. The observed degree of temperature stratification had no 

distinguishable effect on the position of the NPA. 

3. The elevation of the NPA was observed to vary by as much as 

27 percent of the eave height depending upon the vertical 

placement of openings in a distribution (GlHl and G1B'2). 

4. The elevation of the NPA was observed to vary by as much as 

30.7 percent of the eave height due to a variation of the 
_:· ·· 

opening group used for a particular vertical placement (RECl 

and REC2). 

S. The elevation of the NPA was observed to vary by as much as 

56.2 percent of the eave height depending upon the combined 

variation of the opening groups and the vertical placements. 

6. For the cases with an opening placed in the test ceiling 

(B'2) the NPA was observed to vary with the density of the 

cold air above the test ceiling. This variation was deter-

mined to induce a variation in the elevation of the NPA 

which was equivalent to 0.75 percent to 2.8 percent of the 
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eave height. 

Tho prediction of the elevation of the NPA by means of the mass 

balancing procedure (including the effects of the background leakage) 

yielded the i:·ouow ing results. 

1. It was determined that the elevation of the NPA was 

predicted "ithin the uncertainties of the measured 

quantities and the errors in regression for 95.8 percent of 
\ 

the cases which involved openings placed in the test 

sections. 

2. For all of the treatments which involved openings placed in 

the test sect ions. the elevations of the NPA were predicted 

within ±1.0 percent of the eave height for 91.7 percent of 

the observations; within ±2 .O percent of the eave height for 

97 .9 of the observations; and within ±2 .22 ~rcent of the 

eave height for all observations. 

3. The elevation of the NPA was predicted within ±1.0 percent 

of the eave height for 95.8 percent of tho cases which 

included an opening placed in the ceiling. 

4. Tho mean elevation of the NPA for the background leakage was 

predicted within ±1.05 percent of the eave height using the 

two model openings. 

S. It was found that the infiltration rate varied 1 inearly with 

respect to the mean temperature difference. 

6. It was determined that an error in the prediction of the NPA 

equivalent to ±2.22 percent of the eave height. resulted in 

an error in the computed infiltration rate within ±.S.O 

percent <±<> .013 ach) for all but five ca sos. 
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The follo1Jing conclusions "ere developed based upon the results 

of the experiment. 

1. The differential pressures due to the stack effect varied 

linearly "ith elevation. 

2. The slope of the differential pressure distribution was a 

function of the mean density difference of the air in the 

two rooms. 

3. 'The slope of the differential pressure profile was 

independent of the location of the NPA. 

4. The elevation of the NPA "as primarily a function of the 

relative size of the openings in a distribution, a variable 

resistance to flow (discharge coefficient) and the vertical 

pl a cement. 

S. The position of the NPA lfas not a function of the mean 

temperature difference. 

6. The density of the air above an opening pl aced in the test 

ceiling induced a small variation in the position of the 

NPA. 

7. The observed degree of temperature stratification had no 

effect on the position of theNPA. 

8. The mass balancing procedure "as able to predict the 

position of the NPA within ±2.22 percent of the eave height 

for each of the opening distributions. 

9. The two 1 arge st sources of error in the prediction of the 

NPA were: the inability to de scribe the variation of the 

background leakage in the two cell envirom.ental chamber and 

the use of a single total minor loss coefficient for all of 
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the openings. 

Application of the mass balancing procedure to compute the 

elevation of the NPA for an actual structure "ould require a method 

to model the air flo" through a building component (such as a "indo") 

as an equivalent opening. A supplementary experiment "as performed 

to develop the concept of modeling components of envelope leakAge as 

an equivalent straight rectangular opening. 

Ditferential pressure measurements over a specified range of flo" 

rates were obtained for a group of straight openings which ranged in 

cross-sectional geanetry from a near infinite rectangular slot to a 

cylinder. The dimensionless flo" length, z/Dh, of the openings was 

varied from 2.0 to 15.9. Furthermore, flows to produce Reynolds 

nmnbers up to 3500 \fere used. 

A distribution of total minor loss coefficients, K, was 

determined for each opening by subtracting the dimensionless friction 

loss, B( z/DhRe), fran the total dimension! ess pressure drop, 

2AP/pV'-. A comparison of the magnitudes of B(z/DhRe) and K yielded 

the follo"ing observations. 

1. The total minor loss coefficient varied fran 1.26 to 2.23 

for the rectangular openings depending upon the 

cross-sectional gecmetry and the degree of b;ydrodynamic 

devel opnent. 

2. The rectangular openin&s "ith cross-seational dimensions 

most characteristic of structural leakAge had dimensionless 

flo" lengths frcm 3 .2 to 15 .9 and aspect ratios fran 0 .0016 

to 0.0066. Over a differential pressure range of about 1.5 

to 80 Pascals the contribution of the dimensionless friction 

•I 

i 
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loss to the total dimensionless pressure drop ranged fran 

8. 7 to greater than 70 percent. Thus. the presence of the 

flow length shonld be included in the modeling of envelope 

1 eaka ge. 

3. The total minor loss coefficient varied fran 1.64 to 2.26 

for the cylindrical openings depending upon the degree of 

hydrodynamic devel opnent. 

\ 
4. It was determined that the contribution of the flo" length 

to the total dimensionless pressure drop "as not negligible 

for openings of any cross-section "ith dimensionless flow 

lengths greater than 2.0. 

A mean total minor loss coefficient "as determined for each 

rectangular opening and the flow rates •ere predicted using the 

discharge coefficient method (equations 3.26 and 3.21). It "as found 

that a mean value of K "as adequate for use with the discharge 

coefficient equation over the range of data obtained. 

The total minor loss coefficient of the cylindrical openings 

varied "ith the degree of hydrodynamic developnent three times as 

much as rectangular openings "ith similar magnitudes of B(z/DhRe). 

As a resnlt, it "as concluded that a rectangular cross-section "ould 

be preferred for modeling structural leakage. 

In order to model the air flow through a building component as an 

equivalent straight rectangular opening the parameters required are: 

an equivalent cross-sectional area <Am>; an equivalent gamma 

<rm>; and a mean total minor loss coefficient for modeling 

structural leakage (Ks)• The value of Ks was determined to be 
... 

1.5 by averaging the mean total minor loss coefficients of four 

....... 
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rectangular openings If hi ch had cross-sectional dimensions most 

similar to those t"ound about doors and lfindows of a residence. A 

modeling equation (equation 8.3) was developed frc:m the dimensionless 

energy equation which, when applied according to the outlined 

procedure, could be used to determine the values of Am and rm of 

1 the equivalent straight rectangular slot. 

The modeling procedure was applied to the data of six openings to 

\ 
demonstrate its use. Openings with cross-sections ranging frcm a 

near infinite rectangular slot to a circular cross-section were used. 

The modeling of the six defined openings as an equivalent near 

infinite straight rectangular slot provided the follolfing results and 

conclusions. 

1. The cross-sectional areas of the equivalent slots <Am> 

agreed lfith the actual areas within the uncertainty of the 

measurements for all but one case. Therefore, the 

cross-sectional area of the equivalent rectangular slot had 

a good degree of physical significance. 

2. The gammas of the equivalent slots <rm> differed frc:m the 

actual gammas depending upon the agreement between the 

actual mean total minor loss coefficient of the particular 

opening and the value of Ks used in the modeling 

equation. Therefore, the three dimensional seal e of .the 

equivalent slot was not the same as the actual opening. 

3. Using a single value of X:5 and the equivalent opening 

parameters <Am and rm>, the measured flo" rates were 

\:. 
predicted lfithin the uncertainties of the measurements for 

each of the defined openings. 

J 
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SUGGFSTIONS FOR FUR'IHER RF.sEARQI 

From the results of the experiments of the present study it was 

concluded that the mass balancing procedure can be used to determine 

the elevation of the neutral pressure axis (NPA) for any distribution 

of straight rectangular or cylindrical openings. Furthermore, tho 

results of modeling the background 1 eakage and a few of the fabri

cated openings as equivalent straight rectangular openings suggests 

that the leakage of individual building components may also be 

modeled as equivalent straight rectangular openings. Therefore, 

application of the mass balancing procedure to the envelope leakage 

of an actual building would require tho further developnent of the 

modeling technique to de scribe the various sources of leakage in a 

residence. Several of the sources of leakage which would noed to be 

included are doors, windows, penetrations for duct work and pllllllbing, 

electrical outlets and switches, and structural joints. 

In addition, tho appropriate elevation for an equivalent 

rectangular opening needs to be determined for each of tho various 

types of leakage components. For most equivalent openings the 

elevation of the centroid of the actual component would probably be 

satisfactory. For sources of leakage that are much taller than they 

are wide it may be necessary to model the leakage as two equivalent 

openings. The openings would most 1 ikely be placed at the elevations 

of the centers of the upper and lower halves of the actual component. 

The present study has only considered leakage in the envelope of 

-201-
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a structure. One of the largest sources of infiltration that is not 

part of the shell of a structure is a chimney. The pressure drop 

across a chimney is a combination of the pressure difference due to 

the stack effect and a pressure difference resulting fran the much 

higher temperatures at the base of a chimney. In order to include a 

chimney in the mass balancing procedure, a reliable method of 

computing the total pressure drop across a chimney must first be 

developed. 

The other source of potential for infiltration lfhich needs a 

large amount of study is the pressure distribution across the surface 

of a structure due to wind velocities. In general, lfind pressures on 

the lfindward side of a structure are positive and pressures on the 

leeward side are negative. The pressures on the other surfaces of 

the structure can fl'llgtute fr<m positive to negative depending upon 

the incident wind angle, fluctuations in the wind speed, and the 

shape of the b-uilding. If the three dimensional distribution of wind 

pressures could be determined for a design wind velocity, then the 

) 
total three dimensional differential pressure profile across the 

shell of a structure •onld be obtained by simply adding the wind 

pressures to the differential pressures due to the stack effect. The 

total infiltration rate would be obtained by adding the magnitudes of 

the mass flows through all of the sources of infiltration and 

dividing by two. A practical method of computin& the distribution of 

wind pressures across a structure is currently not available. 



APPENDIX A 

NOMENCLA11JRE 

Ae - equivalent leakage area 

A - cross-sectional area 

.\ii - cross-sectional area of an equivalent rectangular opening 

B - friction coefficient 

C - flo" coefficient C-a?/s *Pan) 

Cd - discharge coefficient for idealized laminar flo" 

Cz discharge coefficient for real laminar flo" 

D - diameter of a cylindrical channel 

Dh - hydraulic diameter 

d - thickno ss of a rectangular channel 

h - elevation 

m infiltration rate 

K - total minor loss coefficient 

- inlet 1 oss coefficient 
: •a 

Khd loss due to hydrodynamic development 

Kex - exit loss coefficient 

Ks - mean total minor loss coefficient for modeling structural 
1 eakage 

Le the entrance length of a long pipe or duct 

m mass fl o" rate (kg/ s) 

NPA - neutral pressure axis 

N - elevation of the NPA 

AP pressure difference (Pa) 

Q Voltmetric flo" rate Crz?/s) 
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- Reynolds nlllllber 

- standard deviation 

- average velocity (m/ s) 

- hlllllidity ratio (kg,,/kga) 

- width of a rectangular channel 

- fl o" 1 ength 

dimension! ess fl o" length 

\ 
aspect ratio 

i (m-1) - gecmetr c parameter 

Ym - geometric parameter for an equivalent straight rectangular 

(Ay) 

<Ar>m 

p 

opening 

- area-gamma product (m) 

- area gamma product for an equivalent straight rectangular 
ope nlng 

density (kg/m3) 

kinematic viscosity cnl-/s) 

dynamic viscosity (N • s/nl-) 
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APPENDIX B 

S<LUTION OF mE NAVIER-STOKES BlUATION FOR LAMINAR FLOW 
BE'IWEEN INFINITE PARALLEL FLAT H..ATES 

The case of fully developed laminar flow between ho infinite 

parallel plates separated by a distance, d, is shown in Figure B.1. 

Figure B.l. Laminar flo" between infinite parallel plates. 

Using the coordinates as defined in the figure, tho velocity 

vector is: 

-V = ( v, "· u) (B.1) 

P ( :~ + V :~ + • :; + u ::) = - :~ - PS + .~:~ + :;~ + ::~) (B.2) 

where; P = pressure, 

t = time, 

p = donsi ty, 

µ = dynamic viscosity, and 

g = gravity. 
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The Navier-Stokes equation may be simplified by application of 

the following assmptions: 

1. The fluid is viscid and incompressible; 

2. The flow is 1 aminar and fully developed; 

3. The velocity is steady and in the z-direction only (au/at= 

O; v= "= 0); 

4. The velocity varies in the y-direction 
1
only (u=f(y)); 

5. The pressure varies 1 inearly and in the direction of fl ow (P 

= f(z)); 

6. The gravity effects are negligible (pg= 0); 

7. There are no entrance or exit losses; and 

8. The full no-slip boundary condition exists (u(O) = O; u(d) = 

0) • 

Application of assmptions 3, 4 and 6 gives the follolfing simplified 

Nav ier-Stoke s equation. 

0 = dP + (.4.3) - dz µ dy::r. (B.3) 

The fully developed laminar velocity profile may be obtained by 

integrating the simplified Navier-Stokes equation twice lfith respect 

toy. The generalized velocity profile is given by: 

u(y) = 1 (dP)~ + Ay + B 
µ dz 2 

(B. 4) 

The constants of integration, A and B, may be determined by appl ica-

tion of tho boundary condition at each interior surface of the flow 

channel. 

u(O) = 0 requires that B = 0 

(B. 5) 
u(d) = 0 gives; A= 
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Substitution of A and B into the general velocity profile gives the 

equation for the velocity distribution for fully developed 1 aminar 

flow. 

1 (dP) u(y) = - -
2µ dz 

y(y-d) (B.6) 

The flow equation may be obtained by integrating equation B. 6 

across the cross-section of the channel. 

,, d 
Q f J u(y) dy dx (B.7) 

0 0 

The resulting equation for the flow per unit width is: 

(B.8) 

Based upon the ass'lllllption that the pressure gradient is linear in 

the direction of flow (ass1J1Dption 5), the variables may be separated 

and integration of equation B.8 gives: 

9. = -d 3 dP 
w 12 µ z 

(B. 9) 

Equation B.9 is identical to equation 3.4 except for the sign. 

The classical derivation of the full Navier-Stokes equation ass'Cllles 

that a negative pressure gradient yields a positive flow (Currie, 

1974). The negative sign has boon dropped in equation 3.4 because in 

many practical situations the sign convention used ass11D.es that a 

positive pressure drop produces a positive flow. Furthermore, the 

air flow into a residence has been assumed to be positive and tho 

result of a positive differential pressure (refer to equation 2.8). 
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APPENDIX C 

RELATIONSHIPS USED TO CDMPUTE AIR PROPERTIES 

The dynamic or absolute viscosity of air is a function of the 

temperature only under normal atmospheric conditions. The dynamic 

viscosity of air was computed using the following empirical equation 
\ 

(Fox and McDonald, 1978): 

µ = b v'T 
1 + S/T 

where: b = 1.458 x 10-
6 (kg/m•s•x::1 12 ), 

s = 110.4 (K). 

T = the dry bulb temperature (K), and 

2 
µ • the dynamic viscosity, (N 111s/m ) • 

( C.1) 

The density of the air. p. is equivalent to the inverse of the 

specific volllllle of a moist air mixture. The specific voltJme was com-

puted from the following relationship (ASHRAE. 1981. Ch. S): 

R T 
a 

vsp =BP (1 + 1.6078 W) (C.2) 

where; R = the gas constant for dry air = 287 .055 (J/kg•K), 
a 

BP = the barometric pressure (Pa). 

W = the htJmidity ratio (kg,,/k&a)• and 

v = the specific volume (m
3 /kg). sp 

For the air in the warm room, the humidity ratio was determined 

from the equation given in ASHRAE (1981. Ch.. 5) as: 

• 
W= 

(2501 - 2. 381 T b) W - (T - T b) 
'If s w 

(2501 + 1.805 T - 4.186 T•b) 
( c. 3) 
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where; Twb = the wet bulb temperature ( ° C) I 

T = the dry bulb temperature ( ° C) I 

• w = the humidity ratio corre spending to saturation at Twb s 

(kg ikg ). 
w a 

• The values of W were determined from the following regression 
s 

equations: 

For Twb = 289 K to 300 K 

• ln (W ) -109.41153 + 18.51963 ln (T,,b) s 
( C. 4 a) 

For T = 283 K to 289 K 

• ln(W ) = -112.13592 + 19.00025 ln (Twb ) s 
( C.4 b) 

These two equations were determined from a linear regression on the 

psychrometric data given in the ASHRAE Fundamentals Handbook (1981, 

Table 1 pg 6.3). 

For the air in the cold room, the hum.idi ty ratio (W) was set 

equal to the hmidi ty ratio corresponding to the dew point tem-

perature (Tdp). The values of Ws were determined from the 

following regression equations which were determined in the same 

manner as described previously. 

For Tdp = 274 K to 283 X: 

ln (W5 ) = -115.10110 + 19.52567 ln (Tdp) ( C. Sa) 

For Tdp = 258 K to 273 X: 

ln (Ws) = -135.75649 + 23.20829 ln (Tdp) ( c. Sb) 

For Tdp = 243 K to 258 K 

ln (W5 ) = -143.86171 + 24.66858 ln (Tdp) ( c. s c) 
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The kinematic viscosity. V, is defined by the follo,,ing 

expression: 

V = µ/ p ( m2 / s ) • (C.6) 

J 



APPENDIX D 

SUMMARY OF THE REGRF.sSION a>MPUTATIONS 

lhe elevation of the neutral pressure axis and the mean density 

difference between the !farm and the cold room were determined fran 

each differential pressure profile by fitting the data to a linear 

\ 

equation of the foll owing form: 

y = a + bx (D.1) 

lfhere; y =AP (Pa). 

x =elevation Cm), 

b = -g Ap (Pa/m), 

a= gapN (Pa), 

N = la/b I = elevation of the NPA (m), 

Ap = lb/gl =(kg/~). 

lhe equations to compute the slope, y-intercept, cooff ici ent of 

determination (r2), and the 95 percent confidence intervals for the 

slope and the elevation of the NPA (N) are outlined in the follolfing 

steps (Steel and Torrie, 1980; Younger, 1979). 

1. Corrected S1J1Ds of Squares and Cross Products 

Sxx = Ix2 - Cl:x)2 /n (D.2 a) 

Syy = Iy2 - Cl:y)2/n (D.2b) 

S:xy =Ixy - Cl:x) Cl:y)/n (D.2c) 

lfhere; n = total nmber of ordered pairs = 18 .... ·. 
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2. Calculation of the slope and y-Intercept 

a = y - bx 

where; x = the mean of all elevations 

y = the mean of al 1 pressure differences 

3 . Calculation of the Coefficient of De termination 

\ 

4 . Estimation of the Variance About the Regression Line 
2 2 2 

s y. x = Syy - [ ( SXY) I SXX ] 

S. The 9 5 Percent Confidence Interval for the Slope 

95% c. I. = b + t a/2(n-2) ~ .2 /SXX y.x 

where; (n - 2) = the error degrees of freedom. 

t0.025(16) = 2 •12 

(D. 3) 

(D. 4) 

(D. S) 

(D. 6) 

(D.7) 

6 . The 95 P.rcent Confidence Into rv o.1 About the Elevation of thd 

NPA. 

The y-lnterc"pl uf th" r~gression equation was equal to the pro-

duct of the slope and the elevation of the NPA. As a result, a 

straight forward method of computing a 95 percent confidence interval 

about the el eva ti on of the NPA (N) was not available. Instead a 

confidence interval for the difference between a. particular value of 

x (elevation) and x was computed fran the following formula (P. L. 

Corne! ius, personal communication, Feb. 1986; Snedecor and Cochran, 

1980): 

[" t a/2(n-2) 
s 

~ 
2 

+ ~2 }D.8) 
1 y.x (1-c ) 

(x - x> = 2 x .:t 
(1 - c ) b n l:x 

2 
1 ( 

1
a/2(n:2) •y.x j 2 

where; c = , and 
'Lx

2 

/\ 
= ( x - i>. x 

I 
. I 
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For the case at hand, the value of x that is of interest is the 

elevation of the NPA, N. Therefore, a confidence interval was 

computed for the difference (N - x). The resulting confidence 

interval for N was determined by simply adding x to the two final 

values. 

7. The 95 Percent Confidence Interval About An Individual Prediction 

of the Pressure Difference (y.). 
1 

y = t s ... /1+1 + (x. - 'i> 
i .025(n-2) y.xy n 1 

where; y. 
1 

the predicted pressure difference, and 

xi = the corresponding elevation for Yi. 

(D.9) 

This type of confidence interval is generally called a prediction 

interval (Younger, 1979). 
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APPENDIX E 

DATA AND RID RESS ION RESULTS 

Table E.1 
Chronological Order of the Data 

DAY 
NUMBER 

l 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 

Table E.2 

DATE 
(1986) 

l/30 
l/31 
2/3 
2/5 
2/6 
2/7 
2/8 
2/11 
2/12 
2/13 
2/14 
2/15 
2/17 
2/18 
2/19 
2/21 
2/22 
2/23 
2/24 

Day Ntlllber on Which Each Set of Data Were Taken 

DAY NUMBER 
--·-------·-·----------------·---------
TREATMENT REPl REP2 REPJ --------------------------------------------
Gl.RlTl 2 4 8 
Gl.HlT2 5 6 10 
Gl.RlT3 3 7 12 
Gl.H2Tl 2 4 8 
Gl.82T2 3 6 10 
Gl.R2T3 3 7 11 
G2R1Tl 2 4 8 
G281T2 3 6 9 
G2BlTJ J 7 12 
G2B2Tl 2 4 9 
G282T2 2 6 10 
G2H2TJ J 7 10 
RE Cl 14 15 15 
REC2 14 15 15 
CYL 16 16 17 
CYLREC 17 17 18 
NCTl 1 4 9 
NCT2 12 18 19 
NCT3 4 12 19 
NC35 13 13 16 
---------------------------------------------
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Table E.3 Data and Regression Results 

Definition of terms used in Table E.3 

BP - Local baranetric pressure, Pa 

C - Temperature, Celsius 

C.I. - 95~ confidence interval (Appendix D) 

den. - density 

DP - Pressure difference 
\ 

or - Mean temperature difference 

k.vis. - kinematic viscosity 

Tc - cold roan temperature 

Tdp - dew point temperature 

Tw - warm room temperature 

Twb - wet bulb temperature 

Dden-reg - the mean density difference determined 
fran the regression equation (Appendix D) 

Dden-temp - gpc(DT/Tlf) (Tw in absolute scale) 

NOTE: The cold room air properties for temperature 
condition three (T3) were computed assming 
the air was 75'1 sa tnrated. 
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Table E.3a 

Test JD.= GllllTI Dal• at Time= 25 min. 

Elev. 
{m) 

0.052 
0.305 
0.610 
0 .914 
1. 219 
I. 524 
1. 829 
2 .134 
2. 438 
2. 74l 
3.048 
3.353 
3. 6 58 
J.962 
4.267 
4. 5 72 
4.877 
4. 9 59 

DP 
(Pa) 

4. 80 
4.27 
3.60 
2.93 
2.20 
I, 53 
0.85 
0.12 

-0.53 
-1.24 
-1. 93 
-2.60 
-l.27 
-4.00 
-4.53 
-5.20 
-5 .17 
-6.21 

Rep I 

Tw Te 
(C) 

18.8 -28.8 

20.9 -28.8 

20.5 -28.5 

21.4 -27.7 

22.0 -27.5 

22.3 -27.2 

22.1 -21.1 

22.1 -26.4 

22.6 -25.1 
-23.1 

MEANS ----> 21.4 -27.0 
DT= 48 .4 C 

· DP 
(Pa) 

4.27 
3,87 
3.33 
2.67 
2.00 
1.4 0 
0.81 
0 .11 

-0.43 
-1.07 
-1. 7 3 
-2.33 
-1.93 
-3. 53 
-4.20 
-4. 80 
-5 .33 
-5. 7 3 

Rep 2 

Tw Te 
(C) 

17.8 -26.0 

19.8 -25.7 

19.4 -25 .7 

20.4 -24.7 

20.9 -24.4 

21.3 -24.2 

21.0 -23.8 

20.9 -23.& 

21.6 -22.2 
-19.9 

20.3 -24.0 
J)T0< 44 .3 c 

DP 
(Pa) 

Rep 3 

Tw Te 
(C) 

4.27 15.1 -25.9 
3.80 
3.20 17.3 -25.9 
2.60 
2.00 17.0 -25.8 
1. 4 0 
0,80 18.1 -25.3 
0 .17 

-0.44 18.8 -25.1 
-1. 07 
-1.67 111.0 -25.l 
-2,33 
-2.93 18.7 -24.8 
-3.53 
-4.13 18.9 -24.7 
-4. 67 
-5,33 19.4 -23.6 
-5,60 -21.5 

18.0 -24.7 
DT= 42 .8 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(PB) 

1 
2 
3 

99017 .8 
97324 .& 
98238.9 

Warm RoCllll Cold RoCllll 
Twb den, k,vl1. Tdp den. k.vl1. 
(C) (kg/m-3) (m-2/s) (C) (kg/m-3) (m.2/s) 

12.2 1.1621 1.00001566 -31.2 1.4017 0.00001126 
14.4 1.1414 1.00001589 -29.4 1.3610 0,00001171 
9.4 1.1686 1.00001543 -31.5 1.3781 0.00001154 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression Results Using the Model DP=a+(b•h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep !IPA 

(m) 
c.1. 

I 
2 
3 

2,205 0.013 
2.211 0.015 
2.2)8 0.009 

Slope C. I. 
(Pa/m) 

-2.2360 0.0186 
-2.0341 0.0191 
-2.0051 0.0121 

0,99975 
0.99969 
0.99987 

Dden-reg Dden-lemp 
(kg/m.3) 

0.2279 
0.2073 
0.2044 

0,2304 
0.2056 
0.2026 

Table E. 3b 

Test ID.= GllllT2 Data at Time= 30 min. 

Elev. 
(m) 

0.052 
0.305 
0.610 
0. 914 
1. 219 
I. 524 
I. 8 29 
2.134 
2.08 
2.HJ 
3.048 
3,353 
3.658 
3.962 
4 .2&1 
4. 5 72 
4. 87T 
4. 9 59 

DP 
(Pa) 

2.67 
2.40 
2. 00 
1. 6 0 
I. 27 
0.87 
0.53 
0 .13 

-0.13 
-0.60 
-0.93 
-1.33 
-1. 7 3 
-2.13 
-2.53 
-2.80 
-l.20 
-3. 4 0 

Rep I 

Tw Tc 
(C) 

20.8 -8. I 

21. 8 -8.0 

21. 2 -7. 9 

22.0 -7.3 

22.6 -7. 0 

22.8 -7. 0 

22.6 -1.0 

22.5 -6.7 

22.9 -6.0 
-5.0 

MEANS ----> 22. I -7.0 
DT= 29.l C 

DP 
(Pa) 

2. 4 0 
2.13 
1. 80 
1.47 
I. 20 
0.80 
0. 4 0 
0 .11 

-0 .21 
-0. 6 0 
-0.87 
-1. 2 7 
-1. 6 0 
-2. 00 
-2.33 
-2.67 
-3. 00 
-3.1 3 

Rep 2 

Tw Tc 
(C) 

20.7 -5.4 

21. 8 -5.6 

21. 0 -5.5 

22.0 -4. 8 

22.6 -4. 7 

22.9 -4. 5 

22.5 -4. 4 

22.7 -4. 3 

23. I -3.8 
-2. 7 

22.1 -4.5 
DT= 26. 7 C 

DP 
(Pa) 

2.53 
2. 2 0 
I. 87 
1. 41 
1.15 
0.19 
o.u 
0,0! 

-0.27 
-0.64 
-1. 00 
-1. 3~ 
-1.73 
-2.13 
-2.41 
-2.H 
-3.20 
-3.33 

Rep 3 

Tw Tc 
(C) 

17 .7 -8.J 

19.5 -8. J 

19. 2 -8.0 

20.0 -1. 4 

20.7 -7.4 

21. 0 -7. 2 

20.7 -7. l 

20.6 -6.8 

21. 3 -6.2 
-s.2 

20.1 -1.1 
DT= 27.2 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Prop·erties 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep OP 

(Pa) 

l 
2 
3 

96985.9 
97663.2 
99525.7 

Warm Room 
Twb den. k.vls. 
(C) (kg/m.3) (m.2/s) 

13.9 1.1329 0.00001609 
13.J 1.1418 0.00001596 
10.0 1.1763 0.0000!541 

Cold Room 
Tdp den. k.vls. 
(C) (kg/m.3) (m.2/s) 

-9.6 1.2666 0.00001327 
-6.6 1.2630 0.00001340 
-9.5 1.3006 0.00001291 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression Results Using the Model DP=a+(b•h) .•••..•..•....•.....•......•.••..•......................... 

Rep NPA 
(m) 

C. I. 

l 
2 
3 

2.249 0.017 
2.216 0.015 
2.186 O.OJI 

Slope C. i. 
(Pa/m) 

-1.2270 0.0137 
-1.1285 0.0111 
-1.1837 0.0083 

D.99956 
0.99965 
0.99982 

Dden-rei Dden-lemp 
(kgim.3) 

0. 1251 
0 .1150 
0.1207 

0. I 248 
0. l 142 
0. I 2 0 8 
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Table E. 3o 

Test ID.= 01111T3 Data at Time= 50 min. 

Elev. 
(m) 

0.052 
0.305 
0.610 
0.9H 
1. 219 
1. 524 
1. 829 
2 .134 
2.438 
2. 743 
3 .048 
3 .353 
3.658 
3.962 
•• 267 
4.57 2 
4.877 
4.9U 

Rep 1 

OP 
(Pa) 

Tw Tc 

1.73 20.8 
1.80 
1.33 21.7 
1.08 
0.84 21.1 
0.59 
0.35 %2.0 
o.oa 

-0.15 22.4 
-o.u 
-0.67 22.7 
-0.92 
-1.17 22.4 
-1.47 
-1.61 22.5 
-1.93 
-2.20 23.0 
-2.27 

(C) 

1.5 

1.3 

1.4 

2.1 

2.2 

2.2 

2.2 

2.2 

2.5 
2.6 

MEANS ----> 12.0 2.0 
OT= 20.0 c 

Rep 2 

OP 
(Pa) 

'IW Tc 

1.73 21.4 
1.47 
1.27 22.3 
l.U 
0.80 21.7 
0.55 
0.32 22.5 
0.07 

-0.lfl 23.0 
-0.40 
-0.67 23.2 
-0.91 
-1.15 22.9 
-1.4 0 
-1.60 23.0 
-1. 87 
-2.13 23.4 
-2.27 

(C) 

2.7 

2.3 

2.4 

3.0 

3.1 

3.2 

3.0 

3.2 

3.7 
4.3 

2.2.8 3.1 
OT" 19.5 C 

Rep 3 

OP 
(Pa) 

'IW Tc 

1.47 22.3 
1.28 
1,09 23.8 
0,18 
0.61 23.0 
0.48 
0,29 24.2 
0.03 

-0.11 U.2 
-0.32 
-0.53 24 .4 
-0.72 
-0.92 24.0 
-1.12 
-1.31 24.1 
-1. 53 
-1.73 24.5 
-1. 87 

(C) 

6.6 

6.6 

6.7 

'1. 5 

7.1 

a.1 
8.0 

1.3 

a.a 
10.2 

23.8 7.8 
OT= 15.9 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertle1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vl1. 
(C) (kg/m.3) (m.2/1) 

Tdp den. k.vla. 
(C) (kg/m.3) (m.2/s) 

l 
2 
3 

98238.9 
9U06.6 
98713.0 

15.o 1.1456 0.00001591 
13.3 1.1419 0.00001590 
13.9 1.1478 o.00001S95 

75~ 1.2379 0.00001394 
Sa\ 1.2335 0,00001403 
••• 1.2148 0.00001444 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Re1ult1 Using the Model OP=a+(b•h) ..•.•......•.•..•.•••.••.••..••.............••.••...••.•••. 

Rep NPA c.1. 

l 
2 
3 

(m) 

2 .229 0.014 
2.213 0.018 
2.249 0.019 

slope c.1. 
(Pa/m) 

-0.8241 0.0075 
-0.7982 0.0089 
-0.6632 0.0081 

0.99971 
0.99955 
0.99947 

Oden-reg Oden-temp 
(kg/m-3) 

0.0840 
0.0814 
0.0676 

0.0841 
0. 0 815 
0.0653 

Table E. 3d 

Test ID.= GIH2TI Vale et Time= 20 min. 

Elev. 
(m) 

0.052 
0,305 
0.610 
0,914 
1. 219 
l .524 
1. 8 29 
2 .134 
2 .438 
2. 7 43 
3. 048 
3. 3 5 3 
3. 6 58 
3.962 
4 .267 
4.572 
4.817 
4. 9 59 

Rep 1 

DP Tw 
(Pa) 

Tc 
(C) 

7 .47 
6.93 
6 .13 
5 .47 
4. 80 
4.27 
3.60 
2.93 
2.27 
1.60 
1.00 
0.32 

-0.31 
-1.00 
-1. 6 7 
-2.33 
-2.93 
-3.27 

19.4 -26.6 

20.9 -26.1 

20.7 -26.6 

21.6 -25.9 

22.5 -25.6 

22.8 -25.3 

22.4 -25.2 

22.5 -25.0 

23.3 -23.5 
-14.1 

MEANS ----> 21.8 -24.4 
OT= 46 .2 C 

DP 
(Pe) 

7.20 
6.80 
6. 13 
5. 4 7 
4. 80 
4. 13 
3. 5 3 
2.93 
2. 27 
1. 60 
0.95 
0 .33 

-0.29 
-0.93 
-1.60 
-2.27 
-2.11 
-3. 20 

Rep 2 

Tw Tc 
(C) 

17.9 -26.8 

19.8 -21.0 

19.5 -26.8 

20.2 -26.0 

21.0 -25.7 

21.3 -25.6 

20.8 -25.l 

20.8 -25.0 

21.5 -24.l 
-13 .6 

20.3 -24.6 
ITT= 44.8 C 

DP 
(Pa) 

7.20 
6.67 
6.ll 
5 .47 
4. 80 
4.13 
3.41 
2.80 
2.27 
1. 5 3 
0.92 
0.29 

-0.35 
- I. 01 
-1.67 
-2.33 
-3.00 
-3.27 

Rep 3 

Tw Tc 
(C) 

16.2 -27.0 

18.3 -21.l 

18.0 -27.l 

19.2 -26.4 

19.8 -26.3 

20.2 -26.2 

19.7 -25.8 

19.8 -25.8 

20.5 -24.6 
-15. 7 

19,1 -25.2 
ITT= H .2 C 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep DP 

(Pa) 

l 
2 
3 

99017.8 
973H .6 
98238 .9 

Warm Room Cold Room 
Twb den. k.vls. Tdp den. k.vls. 
(C) (kg/m-3) (m"2/s) (C) (kg/m.3) (m"2/s) 

12.2 1.1609 0.00001569 -28.9 1.3871 0.00001141 
14.4 1.1415 0.00001589 -30.2 1.3641 0.00001166 
11.1 1.1624 0.00001556 -30.2 1.3804 o.00001t5o . ••..••.••••••.....•.•.•..•....••..•..•.••.....•.•.•...•.•. 

Regression Results Using the Model DP=a+(b•h) ....•••••••.••....•...•....••.••....•..•.•..•..••......•••. 
llcp NPA 

(m) 
c.1. 

1 
2 
3 

3.492 0.01• 
3.502 0.012 
3.412 0.012 

slope c.1. 
( Pa/m) 

-2.1530 0.0179 
-2.1114 0.0151 
-2.1232 0.0155 

0.99975 
0.99982 
0.99981 

Oden-reg Oden-temp 
(kg/m"3) 

0.2195 
0.2152 
0. 2164 

0.2174 
0.2085 
0.2091 

I 
N 
....... 
-....i 
I 



... .. · . 

Table E.3e 

Te1 I ID,= GI 112T2 Data al Time= 40 min. 

Elev. 
(m) 

0.052 
0.305 
0.610 
0.91-C 
I. 219 
1, 524 
1. 8 29 
2.134 
2.438 
2. 743 
3.048 
3.353 
3.658 
3.962 
4.267 
4. 5 7 2 
4 .8 77 
4. 9 5il 

DP 
(Pa) 

4,40 
4.13 
3. 80 
3.47 
3.07 
2.67 
2,27 
1.80 
1. 40 
1.05 
0,13 
0 .24 

-o.u 
-0.52 
-0.93 
-1. 33 
-1.73 
-1. 93 

Rep 1 

Tw Tc 
(Cl 

u.1 -10.5 

20.0 -9.9 

19.8 -9.8 

20.7 -9.0 

21.3 -9.0 

21.6 -8.9 

21.2 -8.8 

21.3 -8.7 

21.8 -7.9 
-J. 4 

MEANS ----> 20,7 -8.4 
!Yr= 29.1 c 

DP 
(Pa) 

4.00 
3. 7 3 
3.40 
3.13 
2.67 
2.40 
2.07 
1.81 
1.33 
1. 00 
0,13 
0.27 
o.oo 

-0.33 
-0.80 
-1.20 
-1.47 
-1. 80 

Rep 2 

Tw Tc 

20.5 

21. 6 

21. l 

21.9 

22.6 

22.9 

22.3 

22.5 

23,0 

(C) 

-5.4 

-5.7 

-5.7 

-5. l 

-4. 8 

-4.5 

-4.6 

-4.5 

-3.9 
0.2 

22.0 -4.4 
DT= U.4 C 

DP 
(Pa) 

4.00 
3,87 
3.33 
2.93 
2.67 
2. Z7 
1.93 
1. 67 
1. 23 
0.87 
0.51 
0.19 

-0.19 
-0.51 
-0.88 
-1.28 
-1.60 
-1. 73 

Rep 3 

Tw Tc 

18.8 

20.0 

19.4 

20.2 

20.8 

21. l 

20.8 

20.8 

21.4 

(C) 

-5.8 

-T.O 

-6.9 

-6. 3 

-1.2 

-1.2 

-5.9 

-5.9 

-5.3 
-l.1 

20.3 -5.8 
DT= 26 .1 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mun Air Propertlea 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

1 
2 
3 

98238.9 
'7663,2 
99525.7 

Warm Room Cold Room 
'IWb den. k.vla. Tdp den, k.vla. 
(C) (kg/m.3) (m.2/1) (C) (kg/m.3) (m.2/a) 

14.4 1.1509 0.00001578 -15.8 1.2913 0.00001~~6 
13.9 1.1410 0.00001597 -6.2 1.2620 0.00001342 
10.8 1.1745 0.00001545 -7,4 1.2932 0.000013~4 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Reaults Using the Model DP=a+(b•h) 

·····················~····································· 
Rep NPA 

(m) 
c.1. 

1 
2 
3 

3.539 0.021 
l.602 0.025 
3.496 0.015 

S Lope C. I. 
( Pa/111) 

-1.2954 0.0166 
-1.1425 0.011:1 
-1.1580 0.0107 

0.99942 
0.99916 
0.99969 

Dden-reg Dden-tenp 
(kg/m-3) 

0.1320 
0.1165 
0.1180 

0 .127E 
0.1130 
0. 115 c 

.. 

Table E. 3 f 

Test ID.= Glll2T3 Data al Time= 50 min. 

Rep 1 Rep 2 Rep 3 

------------------------~~---------------------------------
Elev. 

(ml 

0.052 
0.305 
0.610 
0.914 
1. 219 
1. 5 24 
1. 8 29 
2 .134 
2 .438 
2. 743 
3.0U 
3. 3 53 
3.658 
3.962 
4.267 
4. 57 2 
4. 8 77 
4.959 

DP 
(Pa) 

3.13 
2.93 
2.67 
2.40 
2. I 3 
I. 87 
1. 60 
I. 33 
I. 07 
0.80 
0. 5 3 
0.27 

-0.03 
-0.27 
-0.57 
-0.89 
-1 .15 
-1. 2 5 

':'w Tc 

20.2 

21. 3 

20,8 

21. 7 

2Ll 

2L5 

22. 2 

22.3 

22.9 

(C) 

-0.8 

-o.6 

-0.4 

0.2 

0.2 

0.3 

0.2 

0. 5 

0.9 
2.7 

DP 
(Pa) 

2.93 
2.13 
2.47 
2. 2 7 
2. 00 
I. 7 3 
1.47 
I. 20 
0.96 
0. 7 2 
0.45 
0.20 
0.00 

-0.28 
-0.53 
-0. 7 9 
-1. 04 
-1.12 

Tw Tc 

20.1 

21. 2 

20.7 

21. 5 

22. 2 

22.3 

22.0 

22.1 

22.6 

(C) 

I. 2 

I. 0 

I. 0 

1. 6 

1. 8 

I. 9 

I. 9 

I. 9 

2. 5 
5.0 

DP 
(Pa) 

2.27 
2. 13 
I. 93 
I. 7 3 
1.6 0 
I. 33 
1.17 
0.99 
0.77 
0.59 
0.39 
0.17 
0.01 

-0.20 
-0.37 
-0.56 
-0.77 
-o. 88 

Tw Tc 

~0.5 

21. 5 

20.9 

22.6 

2 2 .1 

22.4 

22.0 

22.0 

22.5 

(C) 

5.3 

4. 9 

5. I 

5.7 

5.8 

6.0 

6.0 

6. 3 

6. 4 
8.5 

MEANS ----> 21.8 0.3 21.6 2.0 21.8 6.0 
DT= 21.5 C OT= 19.7 C OT= 15.8 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties ...•..•••......•............•.....•.•.....•.........•...... 
Warm Room Cold Roocn 

Rep DP 
(Pa) 

Twb den. k.vls. 
(C) (kg/m-3) (m-2/s) 

Tdp den. k.vl1. 
(C) (kg/m"l) (m"2/s) 

1 
2 
3 

98238.9 
98306.6 
99525.1 

13.9 1.1486 0.00001586 
13.3 1.1510 0,00001582 
12.8 1.1657 0.00001562 

75% 1.2464 0.00001377 
Sat 1.2390 0.00001392 
••• 1.2342 0.00001414 .••....•••..••.•.•.•...•..................•................ 

Regression Resulls Using the ~odel DP=a•(b•h) ..•..........•.. ~ .....••....••................••......•.... 
Rep NPA C. I. Slope C. I. r"2 Oden-reg f)dcn-temp 

(m) (Pa/m) (kg/m"J) 

1 
2 
3 

3.015 0.017 
3.016 0.011 
3.655 0.019 

-0.8905 0.0089 
-0.8257 0.0056 
-0.6365 0,0073 

0.99964 
0.99984 
0.99953 

0.0908 
0.0842 
0.0649 

0.0908 
0 ,0827 
0.0663 

----- ---- ------ --- -- ---- --- ----- ---- ------ ----- ---- --------

I 
N ,_. 
00 
I 



Ta bl o E.31 

Test ID.= G2HITI Date et Time= 15 min. 

Elev. 
(m) 

0.052 
0.305 
0 .810 
0. 914 
I. 219 
I. 524 
I, 829 
2. ll4 
2.438 
2. 743 
3.048 
3 .353 
3 .&58 
3,962 
4. 267 
4.572 
4.877 
4.959 

DP 
(Pa) 

Rep I 

Tw Tc 
(C) 

4.13 15.4 -27.4 
3.73 
3.07 11.9 -27.7 
2.47 
1.73 19.4 -27.4 
1.11 
0.47 20.6 -26.3 

-0.20 
-o.eo 21.2 -25.5 
-1.47 
-2.13 21.8 -24.1 
-2.73 
-3.33 21.4 -23.2 
-4.00 
-4,53 21.5 -22.1 
-5.07 
-5.17 22.2 -20.9 
-6,00 -17.4 

DP 
(Pa) 

Rep 2 

Tw Tc 
(C) 

4.13 14.1 -27.8 
3,73 
3.07 18,o -21 .a 
2.40 
1.73 18,8 -27.4 
1.12 
0.48 19.8 -28.4 

-0.16 
-0.77 20.5 -25.5 
-1.47 
-2.07 21.0 -24 .2 
-2.87 
-3.20 20.7 -23.2 
-3.17 
-4.40 20.9 -22.4 
-5,07 
-5.IO 21.3 -21.2 
-5.87 -16.5 

DP 
(Pe) 

3.93 
J,U 
2.13 
2.40 
1.73 
1.15 
0.53 

-0.09 
-0.18 
-1.33 
-2.00 
-2.53 
-3.01 
-3.67 
-4.27 
-c.eo 
-5 .47 
-5. 73 

Rep 3 

Tw Tc 
(C) 

11.6 -27.6 

15,5 -27.0 

16.2 -27.1 

17,3 -26.4 

17,9 -28.l 

11.4 -25,3 

11.2 -24.6 

18.3 -23.5 

18,9 -22.1 
-18. 9 

MEANS ----> 20.2 -24.2 19.5 -24.2 16.9 -24.8 
ITT= H • 4 C Uf; 43. 7 C Uf• 41. 7 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vi1. 
(C) (kg/m-3) (m-2/1) 

Tdp den. k.vl1. 
(C) (kg/m-3) (m-2/1) 

l 
2 
3 

99085,5 
97324 ,II 
98231.9 

11.l 1.1687 0.00001552 -29.6 1.3868 0.00001149 
13.9 1.1451 0,00001511 -29,4 1.3622 0.00001169 
9,4 1.1723 o.00001s34 -31.5 1.3715 0.00001153 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11 Ion Ruull1 . Us Ing the Model DP,,,a+(b"h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA c. r. Slope c. J. r-2 Dden-reg Dden-lemp 

(m) (Pa/ml (kg/m-3) 

------------------ -- --- ------------- ·----------------------
l 2.062 0.015 -2.0783 0. 0 200 0.99967 0.2119 0.2100 
2 2.079 0.o16 -2.0410 0.0206 0.99964 0.2081 0.2036 
3 2.090 0.o14 -1.9707 0.0179 0.99971 0.2009 0.1984 

Table· E.3h 

Test ID.= G2111T2 Data al Time= 30 min. 

Elev. 
(m) 

0.052 
0.305 
0.610 
0.914 
I. 219 
1. 5 24 
1. 829 
2 .134 
2 .438 
2.H3 
3.048 
3 .3 53 
3.658 
3.962 
4.267 
4.572 
4.877 
4.959 

DP 
(Pa) 

2.33 
2.00 
1.67 
1. 33 
0.99 
0.65 
0 .29 

-0.03 
-0.37 
-0.'12 
-1.08 
-1. 40 
-1.73 
-2.13 
-2 .40 
-2.67 
-3.00 
-3.13 

Rep I 

Tw Tc 

19 .1 

21.4 

21. 3 

22.3 

22.9 

23.3 

22.8 

22. 9 

23.6 

(C) 

-5.5 

-6.0 

-5.6 

-4. 9 

-4. 5 

-3.8 

-3.4 

-2.8 

-1. 9 
0.4 

Rep 2 

DP 
(Pa) 

Tw Tc 

2.27 18.9 
2.07 
1.67 20.9 
l. 33 
0,93 21.0 
0. 6 0 
0.33 22.0 

~0.07 
-0.40 22.5 
-0.80 
-1.13 23.0 
-1. 47 
-1.80 22.5 
-2 .13 
-2.53 22.5 
-2.80 
-3.13 23.3 
-3. 27 

(C) 

-7.l 

-7.1 

-6. 8 

-6.0 

-5.5 

-5.0 

-4. 7 

-4. l 

-2.9 
-1. l 

DP 
(Pa) 

Rep 3 

Tw Tc 
(C) 

2.53 17.4 -12.s 
2.27 
1.87 19.0 -ll.O 
1.47 
1.08 18.8 -10.7 
0,67 
0.28 19.7 -9.7 

-o. 0 8 
-0.47 20.4 -9.l 
-o. as 
-1.23 20.8 -8.5 
-1. 60 
-2.00 20.3 -8.4 
-2. 4 0 
-2.73 20.5 -7.9 
-3.07 
-3.47 21.1 -6.8 
-3.60 -4.9 

MEANS ----> 22.2 -3.8 
DT"' 25.9 C 

21.8 -5.0 
Uf= 2 6. 8 c 

19.8 -8.9 
Uf; 28. 7 c 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vis. 
(C) (kg/m.3) (m-2/s) 

Tdp den. k.vls. 
(C) (kg/m-3) (m.2/s) 

l 
2 
3 

98238,9 
97663.2 
98916.2 

12.2 1.1506 0.0000158• 
12.8 1.1438 0.00001592 
11.l 1.1681 0.00001551 

-9.4 1.2678 0.00001338 
-8.8 1.2659 0.00001335 
-8.2 1.3010 0.00001284 . ..••.••••..•••..•......••...•.•.•...........•.....•.....•. 

Regression .Results Using the Model DP;a+(b•h) ..•.•...........•...••...............................•..... 
Rep NPA c. I. Slope c. I. r-2 Oden-reg Oden-I emp 

(m) ( Po/m) (kg/m-3) 

- - ----- - ---- - ------------------~ - --~·--------------------- -
1 2.110 0.017 - l.1080 0.o117 0.99960 0 .1129 0.1114 
2 2. 07 5 0.015 - l.1341 0,0107 0.99968 0.1156 0.1153 
3 2.078 0. 011 - 1. 2 51 S 0.0090 0.99982 0. 12 7 6 0. 1275 

I 
N 
...... 
ID 

I 



[__ 

Table E.3! 

Test ID.= G2HIT3 Data at Time= 30 min. 

Elev. 
(m) 

0. 052 
0. 3 05 
0.610 
0.9H 
1.211 
I .SH 
1. 821 
2.134 
2.UI 
2. 74l 
3.0U 
3.353 
3.651 
3.96% 
4.267 
4.572 
4. 877 
c. 959 

Rep 1 Rep 2 

DP 
(Pa) 

Tw Tc DP 
(Pa) 

Tw Tc 

1.53 19.8 
1.33 
1.12 21.3 
0.89 
0.67 21.2 
0.47 
0.19 22.2 

-0. 01 
-0.27 U.5 
-o. 5 3 
-0.77 23.1 
-1.0 l 
-1.20 !2.6 
-1.47 
-1.73 !!2.7 
-2.00 
-2.20 23.2 
-2. 2 7 

(C) 

1.5 l.41 20.7 
1. 28 

2.0 1.07 21.7 
0. 83 

2.1 0.60 21.1 
0.39 

2.8 o.u 22.0 
-0.07 

2.8 -0.27 22.8 
-0.49 

3.1 -0.75 22.9 
-0.97 

3.2 -1.19 U.5 
-1.4 0 

3.5 -1.60 22.6 
-1. 87 

4.0 -2.07 23.2 
5.0 -2.13 

(C) 

3.2 

3 .1 

3.2 

4.0 

4.2 

4.5 

4.5 

4.8 

5.5 
6.7 

Rep 3 

DP 
(Pa) 

Tw Tc 

1.40 21.7 
1. 23 
1.03 23.0 
0.80 
0.51 22.5 
0.37 
0.1& 23.9 

-0.03 
-0.25 H .O 
-0.45 
-0.67 24.3 
-0.85 
-1.07 13.8 
-1. 27 
-1.41 23.9 
-1. 67 
-1.87 24 .5 
-1.93 

(C) 

5,6 

5.2 

5.5 

&.2 

&.7 

7. 0 

T.3 

7.6 

8.4 
10,0 

MEANS ----> 22.0 3.0 
OTc 19.0 C 

22 .1 4 .3 
OT" 11,I C 

u .5 6.9 
OT" 16 .& C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertle1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

l 
2 
3 

98%38 .9 
98306.& 
98713.0 

Warm Room 
Twb den. k.vl&. 
(C) ( kg/a"3) (m"2/ s) 

12.8 1.1499 0.00001585 
13.9 1.1483 0.00001587 
14.4 l.14T6 0.00001594 

Cold Room 
Tdp den. k.vla. 
(C) (kg/m"3) (m"2/a) 

75~ 1.2330 0.00001403 
Sat 1.2272 0.00001415 
••• 1.2194 0.00001435 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression Results Using the Model DP=a+(b*h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA 

(91) 
C. I. 

2.063 0.018 
2.050 0.009 
2.092 0.011 

Slope C. I. 
( Pa/m) 

-0.7790 0.0087 
-0.73Jl 0.0040 
-0.6771 0.0047 

0.99955 
0.99990 
0.99983 

Oden-reg Oden-temp 
(kg/m"J) 

0.0794 
o.0747 
0.0690 

0.0796 
0.0740 
0.0682 

Table E.3j 

Test ID.= G2112Tl Data al Time" 20 min. 

Elev. 
(m) 

0,052 
0 .3 05 
0.610 
0.914 
1.219 
1. 5 24 
1. 829 
2.134 
2. 438 
2. 743 
3.048 
3.353 
3.658 
3.962 
-4. 267 
-4. 5 7 2 
L877 
4.959 

DP 
(Pa) 

Rep 1 

Tw Tc 
(C) 

6.00 12.9 -26.1 
S.60 
5.07 17.0 -25.8 
4.40 
3.80 18.1 -25.7 
3.20 
2.60 19,4 -24.6 
2.00 
1.H 20.1 -24.1 
0.76 
0.17 20.8 -23.8 

-o .43 
-1.07 20.3 -23.3 
-1. 67 
-2.27 20.5 -22.3 
-2.87 
-3.40 21.3 -18.0 
-3.60 -3.4 

DP 
(Pa) 

Rep 2 

Tw Tc 
(C) 

6.40 12.1 -27.4 
5.87 
5.20 16.2 -27.6 
4. 5 3 
4.00 17.6 -27.1 
3. 4 0 
2.73 18.9 -26.5 
2. 13 
1.47 19.7 -25.9 
0.85 
0.21 20.3 -25.4 

-o. 41 
-1.07 19.9 -25.1 
-1. 6 7 
-2.27 20.0 -23.8 
-2.93 
-3.53 20.7 -19.7 
-3.67 -5.7 

DP 
(Pa) 

Rep 3 

Tw Tc 
(C) 

6.13 11.7 -26.7 
5. 6 0 
5.07 16.0 -26.9 
4. s 3 
3.81 17.1 -26.7 
3.33 
2.67 18.2 -25.8 
2.00 
1.H 19.0 -25.5 
0.83 
0.23 19.6 -25.2 

-0. 4 1 
-1.00 19.2 -24.6 
-1. 6 0 
-2.27 19.2 -23.7 
-2.80 
-3.40 20.0 -19.3 
-3.60 -4.6 

MEANS ----> 18.9 -21.7 
OT" 40.6 C 

18.4 -23.4 
OT• 41. 8 C 

17.8 -22.9 
OT• 40.6 C •....................................•.................•... 

Nean Air Properties 
• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa.) 

l 
2 
3 

99085.5 
97324 .6 
98916.2 

Warm Room Cold Room 
Twb den. k.vls. 
(C) (kg/m"3) (m"2/s) 

Tdp den. k.vl1. 
(C) (kg/m"J) (m"2/s) 

10.0 1.1749 0.00001538 -28.0 1.3728 0.00001170 
11.1 1.1538 0.00001564 -30.6 1.3578 0.00001176 
8.9 1.1785 0.00001529 -28.6 1.3770 0.00001162 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression Results Using the Model DP=a+(b•h) 

················~·-········································ 
Rep NPA 

(m) 
C.I. 

3.135 0.010 
3.156 0.007 
3.158 0.011 

Slope C. I. 
( Po/m) 

-I.9780 0.0-119 
-2.0539 0.0097 
-1.9897 0.0135 

0.99987 
0.99992 
0.99984 

Dden-reg Oden-temp 
(kg/m"3) 

0. 2 0 16 
0.2094 
0.2028 

0.1909 
0 .1946 
0.1924 

I 
N 
N 
0 
I 

' . 



Tablo E.3k 

Test ID.= G2H2TZ Data al Time= 40 min. 

Elev. 
(m) 

0.052 
0.305 
0.110 
0. 914 
1. 219 
1. 524 
1. 829 
2 .134 
2.438 
2.743 
3.048 
3. 353 
3.858 
3.962 
4. 267 
4.572 
4.871 
4. 9 59 

DP 
(Pa) 

3.80 
3,53 
3.20 
2.87 
2.47 
2.17 
1.73 
1. :n 
0.13 
0.55 
0.11 

-0.23 
-o. 5 7 
-0,95 
-1. 3 3 
-1.73 
-2.13 
-2.21 

Rep 1 

Tw Tc 
(C) 

14.1 -U.f 

11.Z -11.T 

11.4 -11.8 

11.a -10.e 

19.3 -10.f 

19.8 -10.1 

U.5 -9.11 

19.5 -9.3 

20.2 -8.8 
2.7 

MEANS ----> 18.4 -9.l 
[YJ': 27 .4 c 

Rep 2 

DP 
(Pa) 

Tw Tc 

3.U 17.7 
3.07 
z.ao u.a 
2.53 
2.13 20.0 
I. 87 
1.41 zo.e 
1.19 
0.17 21.5 
0 .411 
0.19 22.0 

-o. u 
-o.u 21.4 
-0.77 
-1.12 21.5 
-1.41 
-1.U 22.2 
-1.87 

(C) 

-5.l 

-5.2 

-5.1 

-4 ·' 

-4.3 

-4. l 

-3,9 

-3.4 

-1. 7 
5.5 

20.8 -3.2 
DT'; 23. 9 c 

DP 
(Pa) 

3.33 
3.13 
2.10 
2.53 
2.20 
1. 87 
1.47 
1.17 
0.83 
o.u 
0.17 

-0.l& 
-o. 52 
-o. 84 
-1.17 
-1.53 
-1.87 
-2.00 

Rep 3 

Tw Tc 

17. 5 

111.1 

u .8 

20.8 

21. 5 

22.0 

21.4 

21.8 

22 .3 

(C) 

-5.9 

-5.9 

-5.8 

-5.l 

-4.8 

-4.5 

-4 .4 

-4.0 

-1. 8 
5.2 

20.7 -3.6 
[YJ'; 24 .4 c 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vla. 
(C) (kg/m-3) (m-2/s) 

Tdp den. k.vla. 
(C) (kg/m-3) (m.2/1) 

1 
2 
3 

99085.5 
87663.2 
99525.7 

9.4 1.1775 0.00001533 
12.2 1.1482 0.00001582 
11.7 1.1113 0.00001551 

-9.0 1,3042 0.00001281 
-1.0 1.2567 0.00001352 
-1.8 1.2832 0.00001323 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Results Using the Model DP"•+(b•h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA c.1. Slope c.1. r ·2 Oden-reg Dden-temp 

(m) ( Pa/m) (kg/m-3) 

-------- --- -- ---------- ----------------------- -- -----------
1 3.181 0.015 -1.2425 0.0117 0.99988 0.1287 0.1229 
2 3.225 0. 0 16 -1.0664 0.0106 0.99965 0.1087 0.1024 
3 3 .185 0.018 -1.0948 0.0122 0.99956 0. 1116 0.1064 

Table E. 31 

Test ID." G2112T3 Data at Time" 40 min. 

£1 ev. 
(m) 

0,052 
0.305 
0.810 
0. 914 
I. 219 
1. 5 24 
1.829 
2 .134 
2 .438 
2.143 
3 .048 
3,353 
3.658 
3.962 
4.267 
4.572 
4,877 
4,959 

DP 
(Pa) 

2.27 
2.07 
1. 87 
1. 6 0 
l.U 
1. 20 
0.99 
0.11 
0.57 
0,35 
0.12 

-0.09 
-0. 3 2 
-0.53 
-0.75 
-0,99 
-1. 23 
-1. 28 

Rep l 

Tw Tc 

19.8 

20.9 

20.7 

21. '1 

22.3 

22.5 

22.2 

22.3 

22.8 

(C) 

3.5 

3 .4 

3.4 

4.2 

4. 2 

4.4 

... 4 

4.6 

5.5 
9. 5 

MEANS ----> 21.7 f.7 
DT= 17.0 C 

DP 
(Pa) 

2.53 
2 • .fO 
2.13 
l. 87 
l. 60 
1. 33 
1.13 
0.88 
o.u 
0.37 
0 .12 

-o .13 
-0 • .fO 
-0.64 
-0.88 
-1.15 
-1.47 
-I. 53 

Rep 2 

1'w Tc 

1 7. f 

19 .3 

19. 3 

20.4 

21.1 

21. 4 

20.9 

21. 0 

21. 5 

(C) 

-o. 3 

-0.2 

-0.2 

0.2 

0. 4 

0.6 

0.8 

1. 0 

2.4 
7. 9 

20.2 1.2 
lJf; 19.0 c 

DP 
(Pa) 

2. 00 
J.81 
1.67 
1. 41 
l. 28 
1. 09 
0.89 
0.68 
0.47 
0.29 
0.09 

-o .12 
-0.29 
-0. 48 
-0.69 
-0.92 
-1.09 
-1.17 

Rep 3 

TW Tc 

19. 5 

20.8 

20.6 

22.5 

22.0 

22.3 

2 I. 9 

21. 9 

22.4 

(C) 

5.3 

4. 7 

... 8 

5.4 

5.5 

5. 7 

5. 8 

5. 9 

6.8 
10. 9 

21.5 6.1 
DT: 15. 5 C 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertiea 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vls. 
(C) (kg/m-3) (m-2/s) 

Tdp den. k.vis. 
(C) (kg/m-3) (m-2/s) 

I 
2 
3 

98238.9 
98306.6 
99525.7 

15.0 1.1467 0.00001588 
11.1 1.1594 0.00001564 
12.2 1.1676 0.00001559 

75% 1.2246 0.00001420 
Sat J.2425 0.00001385 
••• 1.2338 0.00001415 . •..........................................•.............. 

Regression Results Using the Model DP•a+(b•h) 
• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep HPA C.I. Slope C. I. r • 2 Oden-reg Dden-t emp 

(m) ( Pa/m) (kg/m-3) 

---------------- -------------- ----------------- ------ ------
1 3.206 o. 014 -0.7182 0.0065 0.99971 0,0732 0.0706 
2 3. 1 7 l 0.018 -0.8293 0.0094 0.99955 0,0845 0. 0 8 04 
3 3 .184 0.012 -0.6476 0.0049 0.99979 0.0660 0.0648 

I 
N 
N .._. 
I 

,• 



Table E.3• 

Tes l ID."' Rl!Cl Data at Time= 20 min. 

Elev, 
(ra) 

o.ou 
0.3U 
0.&11 
0.914 
1.2 U 
1. 5 24 
1. 829 
2.134 
2 .438 
2,1'3 
3.048 
3.353 
3 .658 
3.962 
4.2'7 
4.512 
4.811 
4,959 

DP 
(Pa) 

4.40 
4,00 
3,87 
3.20 
2,80 
2.27 
1.17 
1.33 
0 ,9 2 
o.o 
0.03 

-0.45 
-o.u 
-1.33 
-1.80 
-2.27 
-2.17 
-z.ao 

Rep 1 

Tw Tc 
(C) 

17.1 -U.5 

u.1 -u.a 
19.7 -14.& 

20,9 -u.• 
21.8 -U.8 

21.ll -u.z 
21,4 -U.9 

21.7 -12.1 

22.2 -9,4 
-6 .2 

DP 
(Pa) 

Rep 2 

Tw Tc 
(C) 

4,40 11.7 -J4.9 
4.17 
l.'7 19.9 -15.3 
3.20 
2.10 20.0 -15.1 
2. 27 
J.87 21.0 -H.3 
1.33 
0.92 21.5 -14.0 
0.45 

-0.01 21,8 -U.5 
-0.47 
-o.aa u.5 -u.2 
-1.33 
-1.87 21.5 -12.5 
-2.21 
-2.67 22.3 -1.9 
-2.80 -7.7 

DP 
(Pa) 

4,53 
4.27 
3.73 
3,20 
2.80 
2.40 
1. 87 
1.33 
0 .113 
0 .4 0 
o.oo 

-D,53 
-1.0D 
-1.47 
-1.87 
-2.27 
-2.73 
-2.93 

Rep 3 

Tw Tc 
(C) 

18.0 -15 .6 

u.8 -15.a 

19.8 -15.8 

21.1 -15.1 

21.8 -14.8 

21.9 -14.2 

21.8 -13.8 

21.7 -13.2 

22.2 -10.5 
-8.4 

MEANS ----> 20,7 -J2.5 
IYI'c 33 .Z C 

Z0.8 -u.o 
IYl'z 33. I C 

20.a -13.7 
IYI'= 34. 5 c 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertle1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

1 
2 
3 

97019.8 
96148,9 
96748.9 

Warm Room Cold Room 
Twb den. k.vl1, Tdp den, k.vla. 
(C) (kg/m"3) (m"2/1) (C) (kg/m"3) (m"2/s) 

14.4 1.1365 0,00001598 -17.6 1.2951 0.00001275 
13.3 1.llS• 0.00001600 -18.2 1.2947 0,00001275 
ll.3 1.1352 0.00001600 -18,7 1.2978 0,00001268 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regres1lon Re1ull1 Using lhe Model DP=a+(b•h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA 

(m) 
C. I. 

1 
2 
3 

3.059 0.013 
3.056 0.013 
3.042 0.018 

Slope C.I. 
(Pe/ml 

-1.4717 0.0120 
-1.4151 0.0121 
-1.ua1 0.0110 

0.99977 
0,99976 
0,99956 

Dden-reg Dden-ten., 
(kg/m"J l 

0.1501 
0,15U 
O. I 551 

0.1467 
0, 1489 
0.1523 

Table E. 3n 

Test ID.= REC2 Data al Time= 30 min. 

Elev. 
(ml 

0.052 
0.305 
0. 810 
0. 914 
1. 219 
I .5 2( 

1. 829 
2 .134 
2. 4 3 8 
2. 7 43 
3.048 
3.353 
3.658 
3,962 
4. 267 
4. 57 2 
4. 877 
4. 959 

DP 
(Pa) 

2. 13 
1. 93 
1.33 
0.95 
0.49 
0.05 

-o. 4 0 
-0.84 
-1.29 
-1. 80 
-2.20 
-2.67 
-3.07 
-3.53 
-4.00 
-4.4 0 
-4. 80 
-5.07 

Rep I 

'l'w Tc 
(C) 

DP 
(Pa) 

lr.1 -13.4 2.21 
1.87 

20.8 -13.6 ~ 1.33 
0.93 

2(.4 -13.4 0.47 
0,03 

2J,4 -12.7 -0.47 
-0.93 

22.2 -12.~ -1.33 
-1.87 

22.4 -12.2 -2.40 
-2.80 

22.0 -12.0 -3.27 
-3.73 

22.3 -11.7 -4.27 
-4.67 

22.6 -10.4 -5.20 
-6.5 -5.33 

MEANS ----> 21.3 -11.8 
IYI'= 33.1 c 

Rep 2 

Tw Tc 
'eel 

17.4 -15.3 

20.7 -15.2 

20.6 -15.1 

21.7 -14.4 

22.4 -lLO 

22.6 -13.9 

22.2 -13.7 

22.2 -13,5 

22.8 -12.5 
-9.0 

21.4 -13.6 
IYI'= 35.0 c 

DP 
(Pa) 

2. 13 
1. 87 
1.3l 
0.93 
o.o 
o.oo 

-0.47 
-0.92' 
-1.33 
-1. 87 
-2. 4 0 
-2.80 
-3.20 
-3.73 
-4.27 
-4. 67 
-5,07 
-5.33 

Rep J 

Tw Tc 
(C) 

16.7 -15.2 

19.9 -15.3 

19.5 -15.2 

20.7 -14.4 

21.1 -14 .2 

21.3 -14.2 

21.0 -13.7 

21.0 -13.5 

21.7 -12.3 
-9. l 

20.3 -13.7 
IYI'= 34.0 c 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

1 
2 
3 

97019.8 
96741.9 
96148.9 

Warm Room Cold Room 
TNb den. k.vls. 
(C) (kg/m"3) (m"2/sl 

Tdp den. k.vl1. 
(C) (kg/m"J) (m"2/sl 

13.9 J.1359 0,00001601 -17.1 1.2924 0.00001281 
14.4 1.1314 0.00001608 -18.2 1.2979 0.00001269 
12.8 1.1379 0.00001594 -16.7 1.2980 o.00001269 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression Results Using the Model OP=1+(b•h) •.••.•..•..............•..•..•.......••...............•.... 

Rep NPA 
(m) 

1 
2 
3 

1.552 0.011 
1.522 0.013 
1.511 0.018 

SI ope C. I. 
( Pe/m) 

-1.4663 0.0148 
-1.5403 0.0118 
-1.5230 0.0165 

0.99964 
0,99979 
0.99958 

Dden-reg Dden-temp 
(kgim"J) 

0.1495 
0. 1570 
0. 1553 

0.1454 
0.1544 
0. 1504 

I 
N 
N 
N 
I 



Table E.3o 

. , 
... 

Tes I 10, = CYL Data al Times 30 min. 

---------------- --------- ------------ -- ----- ---- ---- -------
Elev. 

(ml 

0,052 
0.305 
0,610 
o. 914 
I .219 
1.524 
1. 829 
2. 134 
2.438 
2.H3 
3.048 
3.353 
3,658 
3.962 
4.267 
4.572 
4.877 
4.959 

DP 
(Pa) 

1. 20 
0,80 
0.27 

-o .23 
-o.ao 
-1.40 
-1.17 
-2 .40 
-2.93 
-3.H 
-4 .oo 
-4 .5 3 
-5.01 
-5.60 
-6 .13 
-6.117 
-1.20 
-7 .47 

Rep 1 

Tw Te 
(C) 

18.5 -19.4 

20.5 -19.5 

19.9 -19.5 

20.11 -19.0 

21.s -11.a 

21.I -18.5 

21.3 -11.4 

21,2 -18.Z 

22.0 -17 .5 
-15.3 

DP 
(Pa) 

1 .31 
0,10 
o.n 

-0.20 
-o. 73 
-1. 33 
-1. 87 
-2.40 
-2.93 
-3.41 
-f. 00 
-f. 5 3 
-5.01 
-5.80 
-&.13 
-6.67 
-7.20 
-7 . 47 

Rep 2 

Tw Te 
(C) 

18.I -U.l 

20.5 -111.4 

19.I -19.4 

20.8 -11.8 

21.5 -18.5 

21.6 -18.4 

21.4 -18.4 

21.5 -11.8 

21.9 -17.2 
-15 .o 

DP 
(Pa) 

1.24 
o. 7 9 
0.24 

-o. 24 
-0.14 
-1.40 
-z .oo 
-2.53 
-3.07 
-3.67 
-f.27 
-4.10 
-5.33 
-5.87 
-6 .53 
-7.07 
-7.110 
-7 .81 

Rep 3 

Tw Te 
(C) 

17.4 -21.8 

19.6 -21.6 

11.0 -21.6 

20.1 -20.9 

20 . 8 -20.1 

21.1 -20.4 

20,5 -20.4 

20 . 7 -20.3 

21.2 -19.7 
-11. 8 

MEANS ----> 20.8 -18.4 20.9 -18.2 20,0 -20.5 
DT= 39.2 C Ofs 39,l C DT= 40.5 C 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Rep BP 
(Pa) 

Twb den. k.vl1. 
(C) (kg/m"3) (m"2/1) 

Tdp den. k.vl1. 
(C) (kg/m"3) (m"2/s) 

l 
2 
3 

97132.5 
97832.5 
98137 .3 

13.9 1.1468 0.00001514 -2•.o 1.3377 o.00001z13 
13.9 1.1467 0.00001514 -24.0 1.3365 0.00001215 
11.l 1,1511 0.00001565 -24.5 1.3530 0.00001191 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Re1ult1 · U1lng the Model DP=a+(b•h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA C.I. Slope c. t. r-2 Oden-reg Dden-temp 

(m) (Pa/ml (kg/m"3) 

----------- --------------- ----- --- ---- --------------------· 
I 0.760 0 .ou -1.7538 0. 0114 0.99985 0.1788 0.1786 
2 0,785 0 , 0 II -1.7677 0.0105 0.99987 0,1802 0.1776 
3 0.753 0 . o14 -1.8482 0.0138 0.99980 0.1884 0 .1871 

Table E.3p 

Test ID.= CYLREC Data al Time= 30 min . 

Elev. 
(m) 

0.052 
0 .3 05 
0. 610 
0. 914 
1.219 
I. 5 24 
I.BU 
2 .134 
2.438 
2 .743 
3 . 048 
3.353 
3 . 658 
3 . 9 62 
4.267 
4. 572 
4. 877 
-L 959 

DP 
(Pa) 

5.07 
4.80 
4.21 
3.73 
3.20 
2.67 
2.00 
1.47 
0,93 
o. 3 5 

-0.23 
-0.79 
-1.33 
-1. 87 
-2. 41 
-3.07 
-3,60 
-3,87 

Rep I 

Tw Tc 
(C) 

19.2 -21.6 

19.9 -21.7 

19.3 -21.8 

20.2 -21.2 

20.8 -20.9 

21.l -20.7 

20.7 -20.7 

20.7 -20.5 

21.3 -19.5 
-16. 3 

MEANS ----> 20.3 -20.5 
DT= 40. 8 C 

DP 
(Pa) 

5.20 
4.80 
4.27 
3 .67 
3.13 
2 .60 
2.07 
1.47 
o. 93 
0 .37 

- 0. 16 
-0 . 75 
-1.33 
-1. 87 
-2 . 40 
-2.93 
-3. 6 0 
-3.87 

Rep 2 

Tw Tc 
(Cl 

19.4 -20.8 

20.4 -21.0 

19.8 -21.1 

20.7 -20.5 

21.3 -20.1 

21.6 -19.9 

21.l -19.9 

21.3 -19.7 

21.7 -18.5 
-15.5 

20.8 -19 . 7 
ITT= 4 0. 4 C 

DP 
(Pa) 

5.07 
4.67 
f.13 
l. 60 
3.07 
2 . 53 
2.00 
1.47 
0 .92 
0.37 

-0.19 
-0 . 16 
-1. 33 
-1. 87 
-2. 4 0 
-2. 93 
-3.60 
-3.87 

Rep 3 

Tw Tc 
(Cl 

19.4 -20.8 

20.3 -20.9 

19.5 -21.0 

20.5 -20.4 

20.9 -20.3 

21.3 -20.0 

21.0 -19.9 

21.0 -19.6 

21.6 - 18.9 
-15.5 

20.6 -19.7 
DT= 40 .3 C 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

·························~································· 
Warm Room Cold Room 

Rep BP 
(Pal 

Twb den. k.vls . 
(C) (kg/m" 3) (m"2/s) 

Tdp den. k.vla. 
(C) (kg/m-3) (m"2/a) 

l 
2 
3 

98137 .3 
98137 .3 
98103.4 

14.4 1.1509 0.00001576 -24.8 1.3530 0.00001192 
12.2 1.1537 0.00001574 -24.4 1 . 3486 0.00001198 
12.2 1.1539 0.00001573 -24.3 1.3483 0.00001199 . .....•..•.......•••...•......•..................•......... 

Regression ~esults Using the Model DP=a•(b•h) 
• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA C. I. Slope c.t. r " 2 Dden-reg Dden - l emp 

(m) (Pa/ml (kg/m"J) 

-- -------- - ----------------- - ----~ - ----- - --------- ---- -- -- -
I 2 . 922 0.020 -1.8386 0.0229 0.99945 0.1874 0.1883 
2 2.933 0. 0 15 -1.8310 0.0174 0.99968 0.1866 0. 18 57 
3 2 . 916 0 . 018 -1.BOH 0 . 0212 0.99951 0.1838 0 .18 50 

I 
N 
N 
vi 
I 



Tablo E. 3q 

Tesl ID.= NCTl D•l• at Time"' 30 min. 

Elev. 
(m) 

o.ou 
0.305 
0.610 
0.9U 
1.219 
1. 524 
1.au 
2 .134 
2.ua 
2.143 
3 .048 
3.353 
3.&58 
3. 962 
4. 261 
4.512 
4 .811 
4.959 

DP 
(Pa) 

Rep 1 

Tw Tc 
(C) 

5.so 17.3 -u.a 
5.01 
4.U 11.0 -29.11 
l.81 
3.13 17.4 -29.1 
2.47 
1.80 18.1 -28.9 
1.07 
D.U U.l -28.7 

-0.24 
-0.93 U.3 -28.11 
-1.6 0 
-2.33 19.0 -28.4 
-2.93 
-3.60 18.9 -28.2 
-4. 4 0 
-5.01 19.5 -27.2 
-5.33 -%4.9 

Rep 2 

PP Tw Tc 
(Pa) (C) 

5,33 20.6 -26.5 
4. 80 
4.13 21.0 -28.5 
3.60 
2.93 20.4 -26.4 
2.27 
1.60 21.0 -25.1 
o. 93 
0.33 21.7 -25.7 

-o .4 0 
-1.00 22.0 -25.3 
-1.13 
-2.33 21.6 -25.4 
-3. 07 
-3.60 21.11 -25.0 
-4.27 
-4.93 22.3 -24.6 
-5.33 -21.11 

DP 
(Pa) 

Rep 3 

Tw Tc 
{C) 

5.47 21.4 -27.0 
4.93 
4.40 22.1 -26.5 
3.80 
3.20 21.3 -26.8 
2.33 
1.llG 22.1 -26.l 
0.99 
0.41 22.6 -21.1 

-0.21 
-0.93 22.9 -25.9 
-1. llD 
-2.40 22.5 -25.9 
-3.01 
-3.13 22.6 -25.8 
-4.40 
-5.07 23.2 -24.11 
-5.33 -22.8 

MEANS ----> 18.5 -28.4 
IYr= 46. 9 c 

21.4 -25.3 
IYr"' U.6 C 

22.3 -25,8 
or= u .o c 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertle1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

1 
2 
3 

9tl53.2 
9732' .6 
98916.2 

Warm Room Cold Room 
Twb den. k.vls. 
(C) (kg/m-3) (m-2/1) 

Tdp den. k.vl1. 
(C) (kg/m-3) (m-2/1) 

9.4 1.1779 0.00001533 -33.0 1.41111 0.00001113 
13.3 1.1402 0.00001595 -31,0 1.3681 1.00001160 
12.2 1.1581 0.00001575 -30.8 1.3932 0.00001138 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Re1ults Using the Model DPca+(b•h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA 

(111) 
c.r. 

1 
2 
3 

2.iJ9 0.014 
2.S62 0.016 
2.595 0.020 

Slope C. I. 
( Pa/m) 

-2.2286 0.0202 
-2.1495 0.0214 
-2.21H 0.0282 

r ·2 

0.99971 
0.99965 
0.99942 

Dden-reg Oden-temp 
(kg/m"3) 

0.2272 
0.2191 
0.2H7 

0,2273 
0.2168 
0.2267 

Table E. 3 r 

Test ID.= NCT2 Data at Time= 80 min. 

Rep I Rep 2 Rep 3 

Elev. 
(m) 

DP 
(Pa) 

Tw Tc DP 
(Pa) 

Tw Tc DP Tw Tc 

0. D 52 
0,305 
0,610 
0. 914 
I. 219 
I. 5 24 
1. 8 29 
2 .134 
2.438 
2.Hl 
3.048 
3 .3 53 
3. 6 58 
3.962 
L261 
4.572 
4.871 
4.959 

3.20 23.(o 
3. 00 
2.13 23.3 
2.33 
2.00 22.6 
I. 7 3 
1.40 23.6 
I. 03 
0.69 23.7 
0 .4 0 
0.19 24.1 

-o .%1 
-0.53 23.8 
-0.93 
-1.20 23.8 
-1. 60 
-1.93 24.1 
-2.07 

(C) 

-3. 3 

-3.J 

-3.0 

-2.4 

-2.1 

-2.2 

-2. 0 

-1. 8 

-1. 4 
o.z 

(C) 

3.20 20.0 -10.8 
2.93 
2.U 20.8 ·10.2 
2. 13 
1.73 19.9 -10.1 
l. 33 
0.93 20.6 -9.4 
0.53 
0.13 21.2 -9.4 

-0.27 
-0.53 21.5 -9.3 
-0.93 
-1.33 21.0 -9.3 
-1. 7 3 
-2.13 21.2 -9.2 
-2.53 
-2.93 21.7 -8.8 
-3.07 -7.3 

(Pa) (C) 

3,07 21 .o 
2.93 
2.53 21.6 
2. 13 
1.80 20.7 
1. 4 0 
1.00 21. 7 
0.67 
0.27 22.1 

-0.01 
-0.40 22.3 
-o.ao 
-1.20 22.0 
-1. 47 
-1.93 22.2 
-2.20 
-2.60 22.4 
-2. 80 

-7. 2 

-7. I 

-7.1 

-6.6 

-6.3 

-6.5 

-6.4 

-6.2 

-5.7 
-4. 5 

MEANS ----> 23.5 -2.l 20.9 -9.4 
DT= 30.2 C 

21.8 -6.3 
IYr= 28 .1 c IYr= :5.6 c 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

(Pa) 

I 
2 
3 

98713.0 
98103.4 
97595.5 

Warm Room 
Twb den. k.vl1. 
(C) (kg/m"3) (m-2/s) 

12.2 1.1517 0.00001589 
12.2 1.1531 0.00001576 
12.8 J.1432 0.00001593 

Cold Room 
Tdp den. k.vls. 
(C) (kg/m-3) (m-2/s) 

-1.& 1.2654 0.00001347 
-9.4 1.2928 0.00001291 
-9.9 1.2716 0.00001324 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regression R~sults Using the Model DP=a•(b•h) ............••..•.•.........•...........•.................. 

Rep NPA 
(m) 

c. r. 

1 
2 
l 

3.102 0.020 
2.581 0.014 
2.689 0.020 

Slope C. I. 
1: Pa/ml 

-1.0744 0.0133 
-1.2730 0.0115 
-1.2007 0.0155 

0.99946 
0.99971 
D.99941 

Dden-reg Oden-temp 
(kg/m"J l 

D.1095 
0 .1298 
0.12H 

0. I 093 
0.1330 
0.1212 

I 
N 
N 
~ 
I 

_J 



Test ID.= NCT3 

Elev, 
(ml 

0,052 
0,305 
0 .uo 
0. 9" 
1.219 
1. 524 
1.IU 
2 .134 
2 .4 38 
2.7U 
3 .048 
3,353 
3.858 
3,962 
4,267 
4 .512 
4 .811 
4.959 

DP 
(Pa) 

Rep 1 

Tw 

2.41 22.0 
2 .21 
2.00 ZZ.6 
I. 73 
1.47 21.9 
1.11 
0.88 22.5 
0 ,65 
0.41 u.o 
0 . 13 

- 0.lS u .4 
-o.o 
-0.73 22.9 
-0.99 
-1.21 23.1 
-1.53 
-1.87 23.4 
-1. 9 3 

Table E.31 

Data al Tlmea 80 min. 

Tc 
(Cl 

0.4 

0.4 

0.4 

0.1 

1.1 

I. I 

1.2 

I. 2 

1.2 
1.5 

Rep 2 

DP 
(Pa) 

Tw 

2,U 23.l 
2 .40 
2.13 23.1 
l. 87 
1.60 22.1 
1.33 
1.07 24 .o 
o.ao 
0.53 24.0 
0.21 
o.oo 24.3 

-0.20 
-o.n u .8 
-0.73 
-1.00 23.9 
-1.21 
-1.53 24.4 
-1.61 

Tc 
(C) 

1.1 

1.1 

2.0 

2.4 

2.7 

2.9 

2.9 

2.7 

l.l 
4.4 

Rep 3 

DP 
(Pa) 

Tw 

2.27 21.2 
2.13 
1.17 21.1 
I.SO 
1.33 21.0 
1.07 
0.10 21.1 
0.53 
0.27 22.1 
o.oo 

-0.27 22.1 
-0.53 
-0.73 22.1 
-1.07 
-1.33 22.2 
-1.80 
-1.81 ZZ.1 
-2.13 

Tc 
(C) 

-0.4 

-0.1 

-0.8 

-0.1 

0.1 

0.2 

0.2 

0.2 

0.4 
0.8 

MEANS ----> 22.7 0,9 23.7 2,6 21.9 -0.0 
ur= 21.1 c ur= 21.1 c ur= 22.0 c 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Propertle1 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Warm Room Cold Room 

Twb den. k.vls. Rep BP 
(Pa) (C) (kg/m.3) (m"2/1) 

Tdp den, k.vla. 
(C) (kg/m.3) (m-2/1) 

97324.6 14.4 1.1339 0.00001610 75~ 1.2317 0.00001396 
98713,0 15,0 1.1458 0.00001598 Sal 1.2408 0.00001393 
17595,5 12.8 1.1427 0.00001594 ••• 1.2318 0.00001383 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Regre11lon Results Using the Model DP=a+(b"h) 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA 

(m) 
c.1. 

1 
2 
3 

2.844 0.017 
3.079 0,017 
2.729 0.031 

Slope C. I. 
(Pa/m) 

-0.8964 0.0097 
-0.1557 0,0091 
-0.8787 0.0174 

0.99958 
0.99959 
0,99861 

Dden-reg Dden-temp 
(kg/m.3) 

0.0914 
0.0872 
0.0896 

0.0908 
0.0883 
0.0924 

Table E. 3 t 

Tes t ID.= NCJ 5 Data at Time= 40 min. 

Elev. 
(ml 

0.052 
0.305 
0 .610 
0.914 
I. 219 
1. 5 24 
1. 829 
2 .134 
2. 438 
2.H3 
3.048 
3,353 
3.658 
3.962 
4.261 
4. 512 
4.817 
4.959 

DP 
(Pa) 

Rep J 

Tw Tc 
(C) 

4.53 20.8 -14.9 
4. 27 
3.87 21.4 -14.8 
3. 4 0 
3.00 20.3 -15.0 
2. 5 3 
2.07 21.3 -14.2 
1.47 
1.07 21.1 -14.1 
0 .60 
0.01 22.0 -13.9 

-0.33 
-0.80 21.6 -13,8 
-1. 21 
-1.73 21.6 -13.5 
-2.27 
-2.67 22.2 -13.6 
-2.93 -10.8 

MEANS ----> 21.4 -13.8 
ur= 35.2 c 

DP 
(Pa) 

Rep 2 

Tw Tc 
(C) 

4.40 21.8 -15.5 
4.00 
3.53 22.1 -15.2 
3.00 
2.53 21.4 -15.1 
2. 07 
1.60 22.0 -14.5 
1.07 
0.60 22.6 -14.3 
0.01 

-0.33 22.9 -14.2 
-0.87 
-1.33 22 . 5 -14.1 
- I. 8 7 
-2.33 22,6 -13.9 
-2.80 
-3.33 23.0 -13.2 
-3.47 -11.1 

22.3 -14.1 
ur= 36.4 c 

DP 
(Pa) 

Rep 3 

Tw Tc 
(C) 

4.21 21.3 -15.0 
4. 00 
3.60 21.9 -15.0 
3.07 
2.60 20.9 -14.9 
2.00 
1.47 21.8 -14.2 
1. 00 
0.53 22.3 -14.0 
o.oo 

-0.40 22.7 -13.8 
-0.93 
-1.33 22.3 -ll.9 
-1.13 
-2.27 22.4 -13.8 
-2. 80 
-3.27 23.0 -ll.l 
-3.40 -11.0 

22.1 -13.8 
Dr= 3 5. 9 c 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Mean Air Properties 

• •••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep BP 

I Pal 

1 
2 
3 

97324.6 
97324 .6 
97832.5 

Warm Room Cold Room 
Twb den. k.vls. 
(C) (kg/m.3) (m"2/s) 

Tdp den. k.vl1. 
(C) (kg/m"l) (m.2/s) 

13.3 1.1402 0.00001596 -17.6 1.3065 0.00001260 
15.0 1.1341 0.00001608 -18.4 1.3079 0.00001258 
15,0 1.1408 0.00001598 -18.4 1.3135 0.00001253 . ••••.•.•...•.•..••...••.•.•............•.....•••.••......• 

Regression Results Using the Model DP=a+(b•h) 
••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
Rep NPA 

(ml 
c.1. 

1 
2 
3 

3.120 0.023 
2.808 0.008 
2.806 0.022 

Slope C. J. 
(Pa/ml 

-1.5322 0.0223 
-I .6001 0.0018 
-1.5834 0.0226 

0.99925 
0.99991 
0.99928 

Dden-reg Dden-temp 
(kg/m.3) 

0, 1562 
0.1631 
0.1614 

0.1564 
0.1612 
0.1598 

I 
N 
N 
VI 
I 

· .. 

,. 
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APPENDIX F 

ERROR ANALYSIS 

An analysis of the propagation of the errors in measurement was 

performed for the calculation of the mass flow rate through each of 

the defined openings (mj), the slmllllation of the mass flow rates (.l; 
\ 

mj), the calculation of the infiltration rate (IR), and the 

prediction of the elevation of the NPA (NPA.PRED). The uncertainty 

analysis was based upon the methods presented by Holman (1978). 

Uncertainty of the Cross-Sectional Area and the Area-Gamma Product. 

The cross-sectional area (A) of the rectangular openings was 

simply the product of the thickness, d, and the width, w. Therefore, 

the uncertainty in computing the area fran the measured dimensions 

was founded by: 

(F.l) 

The uncertainty in the measurement of each of the cross-sectional 

dimensions Cud and uw) was ±.0.254 mm (..±0.01 in). The resulting 

equation for the uncertainty in the area was given by: 

(F.2) 

If was found that uA was ±1.27 cm2 for all of the rectangular 

openings. The greatest source of error was the uncertainty 

associated with the slot thickness. Also, it was determined that the 

uncertainty of A in percent was almost identical to the uncertainty 

of d in percent. That is, 

-226-
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(F .3) 

The uncertainty in the area of the cylindrical openings was only 

a function of the uncertainty in the measurement of the diameter D. 

The uncertainty of D was also ±0.254 mm. As a result. uA for the 

cylindrical openings was computed as follows: 

uA = u0 taA/ao I = u0 CrcD/2) (F.4) 

The equation for the uncertainty of the area-gamma product for 

both the rectangular and the cylindrical openings was: 

u(Ay) =~(uAy)2 + CurA)2 (F. 5) 

The geometric parameter, gamma. for a rectangular opening was 

defined in equation 3.24 as; 

y = Bz(l + a):& 

where; a= d/w (equation 3.10), and 

B = 96 - 106,67a (equation 3.3). 

The uncertainties of gamma for the rectangular openinas were 

determine by the following equation: 

!!.1 + u ll + !U. a ) 2 ( a )2 ( a ) 2 
aa z az ~ aB 

(F.6) 

~ ' 2 2 -4 where; ua = 1 [ud (l/w)] + [~(-d/w:&)] = j:S.08 x 10 

-4 
u = +2.54 x 10 m. and z -

~ = ua • 106 .67 = ;tO .054. 

The uncertainties in gamma for the rectangular openings ranged frcm 

.:!:5 percent for opening H (the largest opening) to ±31.6 percent for 

opening A (the smallest opening). The greatest source of error was 

Ua· 
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The defining equation of gamma for the cylindrical openings was 

given in equation 3.29 as: 

1 
r = B n z: 

Where, the value of B was equal to 64 and z was equal to 5 .08 x 

10-2 m for each of the cylindrical openings. Consequently, the 

uncertainty in r was a constant for all of the cylindrical openings 

given by: 

u 
7. 

u 

where; u = +2 .54 x 10-4 m. 
7. -

-1 
m (F. 7) 

Since, all of the cylindrical openings had a value of r equal to 

919.05 ~ 10-4 m-1 th• · t · 0 5 .... ... uncerta1n y 1n r was ± . percent. 

Th.e uncertainties in the cross-sectional area (A) and the 

area-gamma product (Ay), for all of the defined openings have been 

presented in Table F.1. 

Table F.1 
Uncertainties in A and (Ay) for Each of the Defined Openings 

A UA (Ay) u(Ay) 
( cm.2) -s Opening ID. (") x 10 (m) (,,) 

A 4.00 31. 7 0.026 44.8 
B 8.50 14.9 0.059 21.1 
c 10.00 12.7 0.327 18 .0 
D 16.50 7.7 0.253 10.9 
E 31.45 4.0 0.459 5.6 
F 64.31 2.0 3.343 2.8 
H 80.02 1.6 2.097 2.2 
x 0.32 s.o 0.313 s.o 
y 1.27 4.0 1.243 4.0 
z 20.27 1.0 19.845 1.1 
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Uncertainty in the Calculation of the Air Properties 

The equations used to compute the dynamic viscosity (µ). the 

density (p) and the kinematic viscosity (11) have been provided in 

Appendix C. 

F.quation C.1 indicates that the dynamic viscosity is a function 

of the dry-bulb temperature of the air (Tdb). It was asstn1ed that 

the thermocouples used to measure the dry bulb temperature had an 

error of .:!:,0.6°C. It iwas determined from equation C.1 that a 0.6°C 

error in Tdb would result in an micertainty of µ equal to .:!:,3 .O x 

10-8 (N*s/m2). 

The density was computed by inverting the specific vol'Cll1e (vsp> 

of the air as computed by equation C.2. The 1Dlcertainty in the 

specific vol t1111.e in percent was equal to the lDlCertainty in the 

density in percent. The uncertainty in the specific vol me was 

computed from the following relationship: 

u = 
v 

sp 

where; USP= uncertainty in the local barometric pressure. and 

uw = uncertainty in the hmidity ratio. 

(F. 8) 

Since the mean baranetric .pressure was used for each day on which 

data were taken the uncertainty in the barometric pressure was 

ass1111ed to be ±1.0 percent based upon the means and standard devia-

tions of the individual readings. The humidity ratio (W) of the air 

in the warm room was computed using equation C.3 and the uncertainty 

in W for the air in the warm room was determined by: 

(F.9) 
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"here; =the uncertainty of the "et-bulb temperature, 
~ .. b 

~·= the uncertainty of the humidity ratio corresponding 

to saturation at T,.b· 

The uncertainty in the "et-bulb temperature measurement !fas 

asslJZlled to be ±1.0°C. • The uncertainty in W corresponding to a 1.0°C 
s 

error in T,.b !fas determined to be ±7.0 percent frcm the regression 

equations given by equation C.4. 

I 
The .b.um.idity ratio of the air in the cold room vras equal to the 

humidity ratio corresponding to the de,.point temperature (Tdp). 

The error in Tdp !fas ass1111ed to be ±1.0°C. The uncertainty in the 

humidity ratio (Ws> corresponding to a 1.0°C error in Tdp !fas 

determined frc:m the regression equations given by equation C.5 to be 

±10,0 percent. 

The Tesul ting uncertainty in the density (p) of both the !fa.rm and 

the cold air was ;tl.03 percent. The greatest source of error !fas due 

to the uncertainty of the baranetric pressure measurements. 

The kinematic viscosity, II, was defined in equation C.6. The 

uncertainty in was found to be ±1.04 percent. 

Uncertainty i n the Cal c ul a ti on of the Discharge Coe ff ici ent 

lhe discharge coefficient equation was given as (equation 3.26): 

_1_ = 
c ~ 

z [ 1 + (A y)' 

1Jhere; K = 1.S. 

2K + K 
128 K A P]

0
·
5 

-1 
p V" 

The uncertainty in the squared inverse of the discharge 

coefficient (l/C") !fas computed by the follolfing expression: 
z: 
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a 11ci) 
2 

( 
a(Ay~ + u.6.P 

a 11c; )
2 

( 
a t:..P + up 

a l/C~ ) 2 
ap 

a ~~c~ r ] 1/2 

where; ut:..P = the uncertainty in the differential pressure 

measurement. 

The three scales used on the pressure transducer (MKS Baratron) 

had resolutions of 0.0001 mm Hg (full scale= 0.003 mm Hg), 0.0002 mm 

Hg (full scale= 0.010 mm Hg) and 0.001 mm Hg (full scale= 0.03 mm 

Hg). Due to fluctuations in these very low differential pressure 

measurements, the smallest scale could only be read to the nearest 

j:0.0002 mm Hg (j:0.027 Pa). As a result, two uncertainties were used 

for the differential pressure measurements as defined below: 

for AP < 1.33 Pa u4p = .±(>.027 Pa (.±(>.0002 mm Hg) 

for AP l 1.33 Pa u4p = .±(>.133 Pa (.±(>.001 mm Hg) 

It was desired to know the uncertainty in the discharge 

coefficient, C , not 1/ci • Therefore, the discharge coefficient, 
z z 

C , was expressed as follows: z 

c = Viii z 

where; A. = 1/ ci 
z 

(F.11) 

The uncertainty in the discharge coefficient resulting from the 

propagation of uncertainties in measurements was determined by: 

(F.12) 

It was determined that the greatest source of error in the 

calculation of C (or 1/Ci) was due to the uncertainties associated z z 

with (Ay). The next most important error was ut:..P" 
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The variation of the 1Illcertainty of the discharge coefficient 

"ith respect to the pressure difference has been presented for each 

of the defined openings in Figure F.1. 

Uncertainty of the Cal cul a ti on of the Mass Fl OtV RI\ te 

The equation to compute the mass flow rate through an individual 

opening 1us given in equation 3.33 as : 

m . = d C A) . ~ / 2 iiP. p. 
J '· z J1 J J 

where; mj = the mass flow rate through the j th opening. 

Typical mass flow rates through each of the defined openings have 

been provided in Figure F.2. 

The 1Illcertainty in the mass flow rate was determined as follows; 

u. = 
m ( 

ain ) 
2 

uap aap ( am.)2 + u -
P ap 

(F.13) 

Tue variation of the uncertainty in the mass flow rate 11ith respect 

to the pressure difference for each of the defined openings has been 

presented in Figure F.3. It 11as found that the greatest source of 

error in the com put a ti on of the mass fl ow rate was due to the 

uncertainty in the cross-sectional area. The next largest source of 

error was the 1Illcertainty of Cz· 

Uncertainty of the Sum of the Mass Flow Rates 

Theoretically, the NPA assllllles an elevation such that the mass 

flow into a structure is equal to the mass flow out. Due to the 

errors of mea.surement the sun of the mass flow rates 11as not zero for 

any opening distribution. Therefore, it 11as desired to estimate the 

magnitude of the uncertainty in the s1lll1Jllation of the mass flows due 

to the propagation of the uncertainties in measurement. The 
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Figure F.2b. 

Typical mass flow rates through tho defined openings. 
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Figure F.3 Uncertainty of the mass flow rate for each of the 
defined openings. 
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uncertainty of the StllD of the mass flo" rates about zero for an 

opening distribution "as estimated as follows: 

= [t (u 
j=l 

• ) 2 
m. 

J 
]

1/2 

(F .14) 

where,; n l:m = the uncerto.inty in the S'Olll of the mass flow rates for n 

openings, 

u, = the uncertainty of the mass flo" rate through an 
m. 

J 
individual opening in the distribution (eq. F.13). 

The inf il tr a ti on rate "as computed for each opening distribution 

as foll o" s (equation 7. 7): 

n 

L m. 
J 

j=l 
m= 2 

Therefore, the uncertainty in the Stml of the mass flow rates was also 

the estimate of the uncertainty in the calculation of the 

infiltration rate. 

The s1111 of the mass flow rates, the uncertainty in the slllD of the 

mass flow rates, and the infiltration rate using the measured dif-

ferential pressures (IR. DATA) for each replica ti on of each treatment 

have been presented in Table F.2 (al so refer to Figures 7 .20 and 

7 .26). It was determined that the sm of the mass flow rates 

( l:mj) was greater than n i::m in only 7 of the 48 observations. 

It should be noted that the mass flow rates of the hypothetical 

openings BGH and BGL are included in the values of l: mj and 

m. DATA. The uncertainty in the Sllll1ma ti on of the mass fl ow rates 

(n i:m> was computed exclusively from the defined openings in each 
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Table F.2 
Results of the Error Analysis on the 

Mass Balancing Procedure 

Im u Ida IR.DATA NPA.DATA C.I. NPA.PRED 
REP (kg/a) (kg/•) (kg/&) (cm) (d) 

U.I. 

----------------------------------------------------------------~-------------------GlHlTl l .00029 • 00042 .00479 220.5 l. 3 217 .4 5.2 
2 .00038 .00039 .00432 221. l 1.5 217.3 5.2 
J .00027 .00040 .00438 220.8 . 9 217. 9 5.2 

GlHlT2 l .00081 + .00029 • 00269 224. 9 • l. 7 217.l 5.3 
2 .00017 .00028 .00278 221.6 1.5 217.l 5.3 
J .00015 .00029 .00293 218.6 l. l 217.6 5.3 

GlHlTJ l .00037 + • 00024 .00208 222.9 l. 4 2l6 .3 5. 7 
2 .00030 + • 00024 .00206 221.J l. 8 216 .3 5.7 
J .00045 + .00022 . 00172 22 4. 9 • l. 9 215.8 6.1 

GlH2Tl 1 -.00012 .00049 .00674 349.2 l. 4 350.0 9.9 
2 -.00012 .00048 .00658 350.2 1.2 350.2 9.9 
J -.00028 .00048 .00669 347.2 1. 2 350.8 9.8 

GlH2T2 l -.00030 .00036 .00472 353.9 2.1 358.3 9.9 
2 -.00008 .00036 .00424 360.2 2 .5 360.3 10.7 
J -.00043 + .00034 .00443 349.6 l. 5 360.6 9.9 

GlH2T3 l -.00015 .00029 .00360 36 l.5 l. 7 363.2 10.2 
2 -.00007 .00028 .00339 361.6 1. 1 364.4 10.3 
J -.00014 .00025 . 0 0 2 87 365.5 1.9 367.2 10.6 

G2H1Tl l -.00024 .00061 .01822 206.2 l.5 207.3 3.2 
2 .00019 .00060 • 017 83 207.9 l .6 207.0 3.2 
) .00026 .00060 . 01743 209.0 1. 4 207.7 3.2 

G2HlT2 l • 000 49 .00056 .01237 211.0 l. 7 208.4 4.1 
2 .00007 .00056 .01252 207.5 l. 5 208.2 4.0 
3 -.00008 .00057 .01353 207.8 l.l 208. 4 3.8 

G2HlT3 l -.00004 .00059 .01001 206.3 l.8 207.8 5.2 
2 -.00008 .00059 .00977 205.0 .9 207.7 5.4 
3 • 00012 .00060 • 00941 209.2 l.l 207,4 5.7 

G2H2Tl l -.00016 .00060 .02227 313.5 l.O 313 .9 4.4 
2 .000'1 .00061 .02251 315.6 .7 313,4 4.4 
3 .00012 .00060 .02234 315.8 l .l 314.1 4.4 

G2H2T2 l -.00017 .00052 .01705 318.l l.5 317 .3 4.9 
2 .00023 .00050 .01533 322.5 l.6 318.3 5.2 
J -.00030 .00051 • 01583 318.5 1.8 318.3 5.1 

G2H2T3 l .00007 .00050 .01233 320.6 1.4 318.9 6.4 
2 -.000'1 .00050 .01353 317.1 l.8 319.3 5.9 
3 -.00017 .00051 .01176 318 .4 1.2 319.5 6.8 

RE Cl l ,00038 .00046 .00969 305.9 1.3 301. 7 4.4 
2 • 00044 .00046 .00968 305.6 1.3 301.7 4.4 
3 .00009 .00047 .01004 304.2 l.8 301.4 4.4 

REC2 l .00004 .00044 .00534 155.2 1.7 154.4 9.6 
2 -.00002 .00045 .00547 152.2 l.3 154.2 9.5 
J -.00017 .00045 .00542 151.1 1.8 154.6 9.6 

C'lL l .00001 .00006 • 00345 76.0 1.2 76.1 l.7 
2 . 00011 + .00006 .00305 78.5 l.l 76.3 1. 7 
J -.00009 + .00006 .00315 75.3 1.4 77 .2 1. 7 

C'lLREC l -.00008 .00029 .00293 292.2 2.0 295.7 7.9 
2 -.00009 .00029 .00291 293.3 1.5 296.0 7.9 
3 -.00012 .00029 .00288 291.6 l.8 296.1 7.9 ------------------------------------------------------------------------------------

+ - Cases for which Iii vas ere at er than 11 Im· 

• - Cases for which the 95\ confidence interval (C.I.) 
and the uncertainty interval (U.I.) did not overlap. 
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opening distribution. 

Uncertainty of the Mass Balancing Procedure to Predict the Elevation 

of the NPA. 

The micertainty of the Slllll of the mass flow rates was al so the 

means by 1thich the uncertainty in the prediction of the NPA 

(NPA.PRED) due to the propagation of the errors of measurement could 

be estimated. The elevation of the NPA •as determined by iteratively 

balancing the slllll of the mass flo1t rates to five decimal places (i.e. 

zero= .±0 .000004 kg/ s). An uncertainty interval (U. I.) about 

NPA.PRED 1tas determined by iteratively balancing the slllll of the mass 

flo1t rates UI1.til the Slllll of the mass flow rates •as equal to the 

uncertainty in the stm of the mass flow rates. That is, until the 

followin~ rolationship was satisfied (equation 7.6): 

n 

2: 
j = 1 

m. = +u 'II 

J - .Z:m 

The upper 1 imi t of the uncertainty interval on NPA. PRED "as the 

elevation of the NPA which corresponded to Lmj = -u l:m and the 

lower limit was the elevation of the NPA 1thich corresponded to Lmj 

As was shown in Appendix D, a 95 porcent confidence interval 

(C. I.), based upon the variance about the regression 1 ine, was 

computed about each observed NPA (NPA.DATA). The values of NPA.DATA 

and NPA.PRED along with the corresponding confidence intervals CC.I.) 

and uncertainty intervals (U. I.) for the original sixteen treatments 

have also been presented in Table F.2 (also refer to Figures 7.21a 

through 7 .21h). The only two cases for 1thich the 95 percent 
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confidence interval ( C. I.) of NPA. DATA and the uncertainty interval 

of NPA.PRED did not overlap were for G1Hl.T2 (Rep 1) and Gllll'I3 (Rep 

3). In each of these cases the observed elevation of the NPA was 

considerably higher than the other replications. The additional 

error for the two cases was believed to be due to the results of the 

variation of the background leakage • 
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APPENDIX G 

DATA FOR mE VALIDATION OF mE DISCHARGE OOEFFICIENT EQUATION 

Definition of the symbols used in the tables 

BP - Local barometrio pressure. Pa 

C - Temperature. degree Celsius 
\ 

DYN.VISC - Dynamic viscosity, N*s/m2 

KIN.VISC - Kinematic viscosity. m2 /s 

Tdb - Dry bulb temperature 

Q - Voltmietric flow rate. m3 /s 

Re - Reynolds nlllD.ber 

STD - Standard deviation 

C.V. - Coefficient of variation, ~ 

W - HtJmidity ratio, kg.w/kg 

(l/CzA2) - Total dimensioD.leaa pressure drop 

B(z/DhRe) - Dimensionless friction loss 

K - Total minor loss coefficient 

-240-
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Table G.l Differential Pressure, Volumetric Flow, and Air 
Properties Data 

Table G.1 a 

DATA FOR OPENING A AREA•4.00 (cm.2) 
GO\HMA•6.55xl0.-4 (m·-1) 

MEAN 
STD 
C.V-'l 

MEAN 
STD 
c.v.-• 

REP BP (Pa) Tdb (C) Tvb (C) 

l 97951.03 
2 97849.44 
3 97883.31 
4 97883.31 

97891.78 
52.26 

.05 

24.4 
25.3 
25.6 
25.8 

25.3 
.6 

2.37 

12.2 
13.3 
13.3 
13.3 

13.1 
.56 

4.26 

W DENSI'l'Y DYN.VISC KIN.VISC 
REP kg.v/kg kg/m·3 N*s/m·2 m·2;s 

1 .0039189 
2 .0046946 
3 .0045822 
4 .0044698 

.0044164 

.0003441 
7.79 

1.1394 .0000183 .0000161 
1.1337 .0000184 .0000162 
1.1332 .0000184 .0000162 
1.1324 .0000184 .0000163 

1.1347 .0000184 .0000162 
.0032 2.917e-8 7.068e-8 

.28 .16 ·" 

PRESSURE DIFFERENCE (Pa) 
Re RE Pl REP2 REP3 REP4 

.0000777 19 1.74 l.92 1.57 l.97 

.0001582 39 3.54 3.87 3.52 3.82 

.0002326 57 5.46 s. 76 5.31 S.76 

.0003072 76 7.40 7.65 7.15 7 .70 

.0003835 95 9.50 9.81 9.29 9.72 

.0004703 116 11.96 12.38 11.81 12.13 

.0005490 135 14.23 14.72 14.15 U.58 

.0006306 155 16.74 17 .17 16.57 17.12 

.0007134 176 19.31 19.86 18.98 19.46 

.0007994 197 22.12 22.77 22.07 22.32 

.0009439 233 25.43 25.33 25.01 25.18 

.0011012 271 30.42 30.62 29.99 30.31 

.0012585 310 35.55 35.82 34.87 35.35 

.0014159 349 41.00 41.40 40.30 40.93 

.0015732 388 46.38 46. 78 45.66 46 .41 

.0017305 426 53.03 53.16 51. 76 52.78 

.0018878 465 59.86 59. 76 58.34 59.'8 

.0020451 504 66.36 66.46 64.89 65.86 

.0022024 543 72.53 73.10 72.11 71.61 

.0023597 582 80.00 81.65 79 .06 80.95 

MEAN 

1.80 
3.68 
5.57 
7.47 
9.58 

12.07 
14.42 
16.90 
19.40 
22.32 
25.24 
30.33 
35.40 
40.91 
46.Jl 
52.68 
59.36 
65.89 
72.34 
80.42 
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Table G.lb 

AREA•8.50 (cm"2) 
~MllA•6.95xl0"-4 (m"-1) 

REP BP {Pa) Tdb (C) Twb (C) 

MEAN 
STD 
C.V.-\ 

1 98120.36 
2 98221.94 
3 98425.13 
4 98289.68 

9826.C28 
122.55 

.13 

25.0 
25.6 
24.4 
25.6 

25.14 
.53 

2.12 

13.9 
13.3 
13.3 
14.4 

13. 75 
.53 

3.87 

W DgNSITY DYN.VISC KIN.VISC 
REP kg.v/kg kg/m"3 ·N*s/m"2 m0 2/S 

l .0053820 
2 .0045822 
3 .0050322 
4 .0057442 

MEAN 
STD 
C.V.-\ 

.0003072 

.0003835 

.0004703 

.000500 

.0006306 

.0007134 

.0007994 

.0009439 

.0011012 

.0012585 

.0014159 

.0015732 

.0017305 

.0018878 

.00204Sl 

.0022024 

.0023S97 

.0025171 

.00267'4 

.0028317 

.0029890 

.0031463 

.0051852 

.0004961 
9.57 

Re 

76 
95 

116 
135 
156 
176 
197 
233 
272 
311 
349 
388 
427 
466 
sos 
544 
582 
621 
660 
699 
738 
777 

1.1366 .0000184 .0000162 
1.1371 .0000184 .0000162 
1.1429 .0000183 .0000161 
l.1358 .0000184 .0000162 

l.1381 .0000184 .0000161 
.0032 2.433e-8 6.608e-8 

.28 .13 .41 

PRESSURE DIFFERENCE (Pa) 
REPl REP2 REP3 REP4 

1.18 l.42 l.40 1.57 
l.54 l. 77 1.77 l.94 
2.09 2.24 2.27 2.39 
2.4Q 2.79 2.112 2.8!1 
2.97 3.22 3.29 3.27 
3.42 3.67 3. 74 3.87 
3.89 4.28 4.33 4.43 
4 .61 4.98 4.93 5.11 
5. 78 6.08 6.01 6.18 
6.95 7.12 7.05 7.05 
8.10 8.17 8,20 8.27 
9.15 9.32 9.32 9.27 

10.49 10.71 10.71 10.66 
ll.98 12.23 12.11 12.18 
13.48 13.63 13.30 13 .so 
14.90 15.27 14.77 lS.10 
16.62 17 .07 16.77 16.72 
18 .18 18.43 18.41 18.36 
19.85 20.28 19.95 20.05 
21.40 22.15 21.80 21.65 
23.34 23.89 23 .36 23.51 
25.46 25.90 25 .41 25.26 

HEAN 

1.39 
1. 75 
2.25 
2.75 
3.18 
3.67 
4.23 
4.91 
6.01 
7.04 
8.lB 
9.26 

10.64 
12.12 
13.48 
15.01 
16.79 
18.34 
20.03 
21. 75 
23.52 
25.51 



... 

... 

. -.:··: 

DATA FOR OPENING C 

MEAN 
STD 
c. 'I._, 

\ 
REP BP (Pa) 

l 97951.03 
2 98594.46 
3 98560.59 
4 98594.46 

98425.12 
317 .86 

.32 

-243-

Table G.lc 

AREA•l0.00 (c."2) 
\ GAMHA•32.68d0"-4 (m"-1) 

Td b ( C l Tvb ( C ) 

H.4 
26.l 
26.1 
25.0 

25.4 
.83 

3 .28 

20.6 
21. 7 
22.2 
21.1 

21.4 
• 72 

3.35 

W DENSITY DYN.'IISC KIN.'IISC 
REP kg.w/kg kg/m"3 N*s/m"2 m"2/B 

1 .0136627 
2 .0145503 
3 .0153712 
4 .0142131 

MEAN 
STD 
C.'1.-' 

.0023597 

.0028317 

.0033036 

.0037756 

.0042475 

.0047195 

.0056634 

.0066073 

.0075512 

.0084951 

.0094390 

.0103829 

.0144493 

.0007153 
4.95 

Re 

SH 
688 
803 
918 

1033 
1147 
1377 
1606 
1836 
2065 
2295 
2524 

1.1220 .0000183 .0000164 
1.1215 .0000184 .0000164 
1.1197 .0000184 .0000165 
1.1263 .0000184 .0000163 

1.1223 .0000184 .0000164 
.0028 3.989e-8 6.664e-e 

.25 .22 .'1 

PRESSURE DIFFERENCE (Pa) 
REP! REP2 REP3 REP4 

S.81 5.91 S.88 5.86 
8.02 8.25 8.15 8.20 

10.91 11.19 10.86 11.19 
13.50 14.23 14.05 14.15 
16.42 17.36 17.06 17 .31 
19.43 21.28 19.81 20.35 
27.68 28.27 21 .es 28.35 
35.32 37 .29 35.92 37.'1 
44.16 47 .35 46 .28 47.40 
5·4.92 58.96 57 .24 58.98 
66.88 71.53 69.07 71.23 
78.11 88.92 82.44 84.29 

.... , 

MEAN 

5.86 
8.15 

11.04 
13.98 
17 .04 
20.21 
28.03 
36.U 
46 .30 
57 . 52 
69.68 
83.44 



DATA FOR OPENING D 

·. ·. ·.··.· 

Table G. ld 

AREA•l6.50 (ca•2) 
GAHMA•l5.36xl0·-· (m·-11 

REP BP (Pa) Tdb (C) Twb (Cl 

KEAN 
STD 
C.V.-\ 

1 98086.'9 
2 98'92.86 
3 98594.'6 
4 98628.31 

98450.53 
247. 87 

.25 

24.4 
25.6 
2'.• 
25.0 

2'.9 
.5 

2.14 

21.7 
22.2 
22.2 
21.1 

21.8 
.SJ 

2.U 

W DENSITY DYN.VISC KIN.VISC 
REP kg.v/kg kg/m·l N*s/m·2 a·2/a 

1 .0152472 
2 .0156038 
3 .0160697 
' .0142131 

MEAN 
STD 
c. v.-\ 

.0023597 
,0028317 
.0033036 
.0037756 
.0042475 
• 00·'7195 
.0056634 
.0066073 
.007 5512 
.0084951 
.009,390 
.0103829 
.0113268 
.01227 07 
.0132146 
.0141585 

.0152835 

.0007890 
5.16 

Re 

573 
688 
803 
917 

1032 
1147 
1376 
1606 
1835 
2064 
2294 
2523 
2752 
2982 
3211 
3441 

1.1207 .0000183 .0000164 
1.1206 .0000184 ,0000164 
1.1251 .0000183 .0000163 
1.1267 .000018, .0000163 

1.1233 .000018, .000016, 
,0031 2.433e-8 5.44le-8 

.28 .13 .33 

PRESSURE DIFFERENCE (Pa) 
RE Pl REP2 REP3 REP4 

3.27 3.02 3.49 3.29 
4.19 4.06 •• 58 4.46 
5.53 5.61 6.08 6.03 
7.05 7.15 7. 72 7.57 
8.52 8.82 9.29 9.22 

10.29 10.H 11.01 10.84 
ll.93 14.37 15.02 14.85 
18.96 18.76 19.36 19.61 
24.29 23.54 24.16 24.36 
28.32 29.19 29.27 30,09 
33.11 34.JO 35.07 36.31 
39.20 40.13 41.65 42.79 
H.96 47 .45 48.80 49.14 
53.10 55.22 55.89 58 .01 
61.15 61.92 64.U 66.43 
69.07 71.16 73.46 H.65 

MEAN 

J.27 
4.32 
5.81 
7.37 
8.96 

10.64 
14.54 
19.17 
24.09 
29.22 
34. 70 
40.94 
47 .58 
55.56 
63.47 
72.08 

DATA FOR OPENING E 

Table G.le 

AREA•31.45 (ca·21 
GAMKA•l4.60xl0"-4 (m"-1) 

REP BP (Pa) Tdb (C) Twb CC) 

MEAN 
STD 
C.V-\ 

l 98391.28 
2 98594.46 
3 98526.72 
4 98594.•6 

98526.72 
104.51 

.11 

26.l 
26.l 
26.l 
26.1 

26.l 
.oo 
.oo 

22.8 
22.2 
22.2 
22.8 

22.5 
.32 

1.43 

W DENSITY DYN.VISC lIN.VISC 
REP kg.v/kg kg/m·l N*s/a·2 m·2/a 

1 .0162129 
2 .0153712 
3 .0153712 
4 .0162129 

MEAN 
STD 
c.v.-' 

,0028317 
.0047195 
,0066073 
.0084951 
.0103829 
.0122707 
.010585 

.0157921 

.0004860 
3 .08 

Re 

680 
1133 
158'1 
2040 
2493 
2947 
3400 

1.1163 .0000184 .0000165 
1.1200 .000018, .0000165 
1.1193 .0000184 .0000165 
1.1186 .0000184 .0000165 

1.1185 .0000184 .0000165 
.0016 0 2.508e-8 

.15 .oo .15 

PRESSURE DIFFERENCE (Pa) 
RE Pl REP2 REF3 P.EP4 

1.35 1.64 l.U 1.42 
3.24 3.H 3.39 ]. 29 
5. 7 3 6.33 5.88 6.16 
8.95 9.68 9 .64 9.37 

12. 1 e 12.98 ll.10 13 .SB 
17.02 17.H 17.17 18.06 
22.62 22.54 22.69 23. 76 

HEAN 

1. 46 
3.35 
6.02 
9.H 

13.11 
17 .39 
22.90 

I 
N 

""" 
""" I 



DATA FOR OPENING F 

Table G.1 f 

AREA•64.31 (cm.2) 
G\MMA•51.98xl0•-4 (m·-1) 

REP BP (Pa) Tdb(C) Twb (C) 

MEAN 
STD 
c.v.-• 

l 98594.46 
2 98628.31 
3 98594.46 
4 98594.46 

98602.92 
16.U 

.02 

26.7 
26.l 
26.l 
27.8 

26.7 
.8 

2.9 

22.8 
22.2 
22.2 
21. 7 

22.2 
.5 

2.0 

W DENSITY DYN.VISC KIN.VISC 
REP kg.v/kg kg/••3 N•a/••2 ••2/a 

1 .0159799 
2 .0153112 
3 .0153112 
4 .0138552 

MEAN 
STD 
c.v.-• 

.0084951 

.0103829 

.0122707 

.0141585 

.Ol51U3 

.0009061 
5.98 

Re 

2014 
2461 
2909 
3356 

1.1169 .0000185 .0000165 
1.1204 .0000184 .0000164 
1,1200 ,0000184 .0000165 
1.1165 .0000185 .0000166 

1.1185 .0000185 .0000165 
.0021 3.7e-8 6.114e-8 

.19 .20 .37 

PRESSURE DIFFERENCE (Pa) 
REPl REP2 REP3 REP4 

1.74 
2.59 
3.32 
4.33 

1.57 
2.37 
3.19 
4.16 

1. 72 
2.44 
3.32 
4.33 

1.57 
2.27 
3.19 
4.09 

MEAN 

1.65 
2.42 
3.25 
4.23 

DATA FOR OPENING G 

Table G.lg 

AREA£67,01 (c••2) 
GAMMA•l7.9lxl0.-4 (m·-1) 

REP BP (Pa) Tdb (C) Twb (Cl 

KEAN 
STD 
c.v.-• 

l 97781. 72 
2 98594.46 
3 98662.18 
4 98662.18 

98425.13 
429.33 

.44 

26.7 
25.0 
25.6 
26.l 

25.8 
.7 

2. 78 

21.1 
21.1 
22.2 
21. 7 

21.5 
.53 

2.47 

W DENSITY DYN.VISC KIN.VISC 
REP kg.v/kg kg/m•3 N*s/m·2 m·2/e 

1 .013518 
2 .0142131 
3 .0156038 
4 .0145503 

MEAN 
STD 
C.V.-\ 

.0084951 

.0103829 

.0122707 

.0141585 

.0144714 

.0008686 
6.00 

Re 

2014 
2462 
2910 
3357 

1.1120 .0000185 .0000166 
1.1263 .0000184 .0000163 
1.1225 .0000184 .0000164 
1.1223 .0000184 .0000164 

1.1207 .0000184 .0000164 
.0062 3.44le-8 .0000001 

.55 .19 .72 

PRESSURE DIFFERENCE (Pa) 
RE Pl REP2 REP3 REP4 

l.H 
2.42 
3.34 
4.38 

1.64 
2.57 
3.27 
4 .28 

1.82 
2.57 
3.47 
4.63 

1.89 
2.57 
3.52 
4.51 

MEAN 

l. 77 
2.53 
3.40 
4.45 

I 
N 
~ 
VI 
I 



DATA FOR OPENING Xl 

Table G. lh 

ARZA•0.32 (ca-2) 
Gr.KKA•979.05xl0--4 (a--1) 

REP BP (Pa) Tdb (C) 'l'wb (C) 

KEAN 
STD 
C.V.-\ 

1 97849.44 
2 97883.31 
3 97951.03 
4 97951.03 

97908. 71 
52.26 

.05 

24.4 
25.8 
26.1 
26.4 

25.7 
.86 

3.36 

13.6 
13.9 
16.1 
13.3 

14.2 
1.27 
8.92 

W DENSITY DYN.VISC IIN.VISC 
REP kg.v/kg kg/a-3 N*e/m-2 .-2/a 

KEAN 
STD 
C.V.-\ 

1 .0053183 
2 .0050440 
3 .0073625 
4 .0042451 

.0054925 

.0013272 
24.16 

Re 

.0000777 

.0001582 
• 0002326 

958 
1950 
2867 

1.1357 .0000183 .0000162 
1.1313 .0000184 .0000163 
1.1269 .0000184 .0000164 
1.1315 .0000184 .0000163 

1.1313 .0000184 .0000163 
.0036 3.989e-8 8.297e-8 

.32 .22 .51 

PRESSURE DIFFERENCE (Pa) 
RE Pl REP2 REPJ REP4 

'.15 
30.69 
62.92 

9.20 
31.49 
62.80 

9.37 
31.11 
62.12 

9.24 
30. 76 
61.32 

MEAN 

9.24 
31.01 
62.29 

DATA FOR OPENING X2 

Table G.li 

AREA•0.32 (cm·21 
GA.HMAc979.05xl0"-4 (m·-11 

REP BP (Pa) Tdb (C) Twb (C) 

KEii.ii 
STD 
C.V.-\ 

l 97917 .18 
2 97815.59 
3 97883.31 
4 97883.31 

97874.84 
36.95 

.04 

24.4 
24.4 
25.6 
25.8 

25.l 
.73 

2.91 

H.4 
13.9 
14.2 
16.7 

14.8 
1.27 
8.59 

W DENSITY DYN.VISC iIN.VISC 
REP kg.v/kg kg/~"3 N*s/m·2 a"2/s 

KEAN 
STD c .• ., __ , 

l .0061961 
2 .0056075 
3 .0054488 
4 .0081199 

.0063431 

.001227 4 
19.35 

Re 

.0000777 

.0001582 

.0002326 

960 
1953 
2872 

1.1349 .0000183 .0000162 
1.1348 .0000183 .0000162 
1.1317 .0000184 .0000163 
1.1258 .0000184 .0000164 

1.1318 .0000184 .0000162 
.0043 l.387e-8 8.982e-8 

.38 .18 .55 

PRESSURE DIFFERENCE (?a) 
RE Pl REP2 REP3 REP4 

10. 71 
31. 98 
62.47 

a.so 
29 .32 
58.39 

8. 75 
29.37 
58.23 

8.84 
30.19 
58.56 

KEAN 

9.27 
30.21 
59.41 

I 
N 
+>-

°' I 



DATA FOR OPENING Yl 

Table G.lj 

ARIA•l.27 (ca"2) 
Go\MHA•979.05xl0"-4 (m"-1) 

REP BP (Pa) Tdb (C) Twb (C) 

HEAN 
STD 
c. v.-\ 

1 97849.H 
2 97917.18 
3 97951.03 
4 97951.03 

97917.18 
36.95 

.04 

25.3 
25 .Ii 
26.1 
27 . 2 

26.0 
.86 

3.30 

12.5 
12.8 
12.2 
ll.l 

12.6 
.36 

2.84 

W DENSITY DYN,VISC IIN.VISC 
REP kg.w/kg kg/a"3 H*a/a"2 a"2/a 

1 .0038559 
2 .0040203 
3 .0032467 
•• 0036265 

HEAN 
STD 
C,V,-\ 

, 0001582 
,0002326 
.0003072 
, 000l8l5 
. OOOH03 
.0005490 

,0036873 
,0003352 

9.09 

Re 

976 
1435 
1895 
2366 
2901 
3386 

1.1352 .0000184 .0000162 
1.1346 .0000184 .0000162 
1.1343 .0000184 .0000162 
1.1294 .0000185 .0000164 

1.1334 .0000184 .0000163 
.0026 3.989e-8 7.376e-8 

.23 .22 .45 

PRESSDRE DIFFERENCE (Pa) 
RE Pl REP2 REP3 REP4 

1.82 1.99 1.92 2.02 
3. H 3.99 3.89 3.64 
6,03 6.21 6.23 6.08 
9.17 9.52 9 .22 9.24 

13.45 13. 78 13.48 13.50 
18.01 18.48 18.31 18.01 

MEAN 

l.9l 
3.82 
6.14 
9.28 

13 .55 
18.20 

Table G.lk 

DATA FOR OPENING Y2 AREA•l.27 (ca"2) 
Go\KHA•979 . 05xl0"-4 (m"-11 

MEAN 
STD 
C.V.-\ 

KEAN 
STD 
C.V.-\ 

REP BP (Pa) Tdb (C) Tvb (Cl 

1 97883.31 
2 97815.59 
3 97849.H 
4 97883.31 

97857 .91 
32 . 43 

.03 

25.6 
25.6 
24.4 
25.6 

25,3 
.56 

2.20 

12.2 
13.9 
12.2 
12.5 

12.7 
.so 

6 .28 

W DENSITY .DYN.VISC IIN.VISC 
REP kg.w/kg kg/a"3 N*&/a"2 a"2/e 

1 .0034705 
2 .0051566 
3 .0039189 
4 .0037438 

.0040724 

.0007460 
18.32 

Re 

1.1352 ,0000184 .0000162 
1.1314 =~000184 .0000163 
1.1383 .0000183 .0000161 
1.1347 .0000184 .0000162 

1.1349 .0000184 .0000162 
.0028 2.508e-8 6.022e-8 

.25 .14 . 37 

PRESSORE DIFFERENCE (Pa) 
RE Pl REP2 REP3 REP4 KEAN -·-------------------------------------------------------------

• 0001582 979 2.19 - 2.56 1.79 1.97 2.13 
.0002326 1439 4.09 4.71 l . 59 3.82 4.05 
.0003072 1901 6.43 7.25 5.73 6.16 6.39 
.0003835 2374 9.54 10.69 8 . 77 9.24 9,56 
,0004703 2910 13.78 15.07 12.98 13.45 13.82 
.0005490 3397 18.41 19.85 17.76 17.99 18.50 

I 
N 

"""" ........ 
I 

· .. 



J 

-

Table G.2 Total lfi nor Loss C.Oeff ici ent s. 

Table G.2c 
OPENING C 

Re ( l/Cz ·2) ( z/DhRe I 8( z/°tJRe I K 

-----------------------------------------------
Table G.2a 574 1. 87 59 .00556 .53137 l.H 

OPENING A 688 1.8121 • 0046 3 .44249 1. 37 
803 1.8022 .00397 .37941 1. 4 2 

Re ( l/Cz ·2) ( z/°tJRe l 8( z/DhRe) K 918 1. 7482 .OOH7 .33163 1. 4 2 

----------------------------------------------- 1033 1.6834 .00309 • 2 9531 1. 3 9 
426 4.9632 .03729 3.57350 1.39 1147 1.6177 .00278 .26568 1. 3 5 
465 4.6990 .03418 3.27547 1.42 1377 1.5581 .00232 .22172 l.H 
504 4.HU .03155 3.0234' 1.42 1606 1.4897 .00198 .18923 1. 30 
543 4.2074 .02930 2.80782 1.40 1836 1.4474 ,00174 .16629 1.28 
582 4.07U .02734 2.61999 1.45 2065 1.4209 .00154 .14718 1.27 ------------------------------------------------- 2295 1.3941 .00139 .13284 1.26 

2524 1.3798 .00126 .12042 1.26 
Table G.2b ---------------------------------------------- I 

OPENING B N 
+=-

( l/Cz ·21 ( z/DhRe I B( z/DhRe l 
00 

Re K Table G.2d I 

----------------------------------------------- OPENING D 
427 4.6583 .03455 3.30402 1.35 
466 4.4597 .03167 3 .0286 0 1.43 Re (l/Cz ·21 (z/DhRe) B(z/DhRe) K 
505 4. 2235 .02923 2.79526 1.43 ----------------------------------------------
5.U 4 .0556 .02715 2.59635 1.46 573 2 .8413 .01184 1.12823 1.71 
582 3.9527 .02534 2.42326 1.53 688 2.6132 .00986 .93956 1.67 
621 3. 7953 .02375 2.21121 1.52 803 2 .5811 .00845 .80520 1. 78 
660 3.6715 .02236 2.13829 1.53 917 2.5078 .00740 .70515 1.80 
699 3.5550 .02111 2 .0187 5 1.54 1032 2.4083 .00658 • 6 27 01 1. 78 
738 3.4515 .02000 1. 91260 1.54 1147 2.3168 .00592 .56412 1. 75 
777 3.3778 .01900 1. 81697 1.56 1376 2.1982 .00493 .46978 1. 73 

--,-------------------------~--------------- 1606 2.1289 .00423 .40308 1. 73 
1835 2.0483 .00370 • 3 5257 1. 70 
2064 1.9632 .00329 .31350 1. 65 
2294 1.8884 .00296 .28206 1.61 
2523 1.8415 .00269 • 2 56 33 1.59 
2752 l. 7 985 .OOH7 .23537 1.56 
2982 1. 7 892 .00228 .21726 1.57 
3211 1. 7 626 .00211 .20106 1.56 
3441 1. 7436 .00197 .187 7 2 l. 56 

-----------------------------------------------



Table G.2e 
OPENING E 

Re ( l/Cz ·2) I z:/DhRe) Bl z:/DhRe) .. 
--------------------------~~----------------

680 3.2284 .01051 .99477 2.23 
1133 2.6559 .00630 .59630 2.06 
1587 2.4401 .00450 .42593 2.01 
2040 2.3065 .00350 .33128 1.98 
2493 2.1511 .00287 .27165 1.88 
2947 2.0435 .00242 .22905 1.81 
3400 2.0213 .00210 .19877 1.82 

Table G.2f 
OPENING F 

Re I l/C1 •2) I z:/°'1Re) Bl z/°hRe) p; 

-----------------------------------------------
2014 
2461 
2909 
3356 

OPENING G 

1. 7171 
1.6830 
1.6211 
1.5839 

.00100 

.00081 

.00069 

.00060 

Table G.2g 

• 093 21 
.07550 
.06431 
.05593 

1.62 
1.61 
1.56 
1.53 

~~------ -~~~~:~~-~~~~~~~2-~~~~~~~------~--
2014 
2462 
2910 
3357 

1.9708 .00290 
1.8791 . • 00237 
1.8062 .00201 
1.7799 .00174 

.27008 

.22072 

.18719 

.16205 

l. 70 
l.66 
1.62 
1.62 

Table G.2h 
OPENING Xl 

~~-------~::~!:~2-~~:~~~~2 - ~~~~~!!~~~---- - ---~--
958 
1950 
2867 

OPENING X2 

2. 7983 
2.2674 
2.1064 

.00835 

.00410 
,00279 

Table G.2i 

.53440 

.26240 

.17 856 

2.26 
2.01 
1.93 

~~------: l/~!~2 _: z/ ~!!~~2 - ~:~:°'1~~2 ---- - - -- ~- -
960 
1953 
2872 

976 
1435 
1895 
2366 
2901 
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APPENDIX H 

mE TEOINIQUE USED TO DETERMINE mE BEST SET OF 
OPENJNG PARAMETERS 

A =8.59 m 
2 cm 

A =8.35 
m -~ 

2 cm 2 cm 

A =7.82 
m --

2 cm 

~ a ------ - ----~ - - - - - -- - -~~------------------------------ - -
w 
:I: -2 1--

IL. 
0 
z -4 
0 

5 -6· c 
w 
0:: 
a. -8 
w 
:I: 
I- -10 
z 
0:: 
0 -12 
0:: 

ffi 

Figure H.1 

--
-

. 

' I 

7.15 7.87 8.58 10.02 
GAMMA x10 ... -4 (m ... -1) 

Tho error in the prediction of the flow rates for 
opening B using several choices of gamma and the areas 
determined by a least squares best fit of equation 8.3. 
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