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ABSTRACT 

Vertical solar-air collectors that are used for providing natural ventilation can be a viable solution in 
buildings where higher ventilation rate requirements for better indoor air quality cannot be met by 
traditional natural ventilation methods. Indoor air quality problems have been experienced in Portnenr.sr. 
school buildings where a study revealed that the C02 concentrations in classrooms in winter were higher 
than the recommended health limits. To improve the environment in these classrooms, solar-induced 
ventilation has been suggested. In the design of these solar ventilators, simple models can only predict the 
main features of the flow but they can be useful tools in the first stages of the design process. However, 
CFD models can produce microscopic information about the state of ull flow parameters and thus are 
recommended when a high degree of accuracy i� needed. In this paper, a simplified model based on the 
integral equations of motion and heat transfer is devc:Ioped for a vertical solar-air collector and applied to 
different boundary conditions. The results are coIJlpared and discussed with those computed from a CFD 
code specially designed for room ventilation. 
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INTRODUCTION 

The vertical channel which is open at both ends and subjected to different wall thermal conditions, has been 
an important topic of natural heat convection research due to its wide engineering applications. The 
intere t in such a device is the natural buoyant flow that can be produced by simply heating or cooling a 
four-sided vertical wall system in a stagnant surrounding fluid at a different thermal state. As the gap fluid 
lCmperaiure is different from that prevailing outdoors, an unbalanced buoyancy force arises which sets the 
channel fluid in motion. The resulting flow configuration is dependent upon the wall conditions. 

One of the applications recognised as being of practical interest is the use of the heated channel principle -
known as a "Trombe wall" - for increasing room ventilation rates in winter or summer using solar energy. �e individual system consists basically of two main vertical parallel plates - one transparent and the other 

eat absorbent - forming a flat channel able to be integrated with the building fai;:ade, preferably on those exposed to the sun. With the solar radiation acting as the heating source, the system works as an air 
c�llector, with a link between the indoor and outdoor environments through two openings placed at the � �n�ci extremities. This system has been used to ventilate classrooms in a prototype Portuguese school 
uilding (Moret Rodrigues et al., 1996) where indoor C02 measurements in winter have revealed 

concentrations higher than the recommended health limits. 

:�� rates provided by this type of systems can be predicted by simple or more complex methods, the re erence for one or another depends on the required accuracy of the results. CFD models are an example 
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of the latter ones. For a discretized domain, they locally solve the complete set of the conservation 

equations of momentum, mass and energy, using numerical methods well documented in the literature. This 

fact can render this c.lass of models costly in terms of the necessary computing resources of which the 

machine calculation time and memory capacity are typical examples. Therefore, they happen to be not 

suitable for very large or multi-zone domains involving complex heat transfer processes. In these cases, 

simple methods, currently used in the so-called network (zonal) models, appear to be a reasonable option, 

mainly when only average values are required. This advantage can justify the efforts in the development or 

improvement of such methods, referred to here as simplified, which may become eventually powerful tools 

for use in engineering design. 

This paper focuses on an integral analysis of the natural buoyant channel system, taken as simple as 

possible, in order to study the relevant parameters which govern the flow. In addition, results from CFD 

computations are presented and compared with those from the integral model. Given that heat fluxes (rather 

than temperatures) are the natural channel wall conditions due Lu the action of solar radiation, only the 

channel flow induced by uniform heat fluxes will be analysed here, although using different heating power 

for each wall. In real working conditions and due to the magnitude of the heat input and channel geometry, 

the flow within the channel is expected to be in the turbulent regime most of the time. For this reason, the 

present paper will on! y deal with turbulent flow, in the assumption that it starts just after the entrance to the 

channel. 

INTEGRAL MODEL 

The model is based on the differential form of the generalised Bernoulli 

equation and the energy equation, respectively given by 

d(a.u; l+g dx+�=-ld�rl 
2 J p, m 

where H is the height and x = 20 + e) is the channel perimeter. 

(I) 

(2) 

The heat flux on the solid boundaries is assumed uniform (Neumann 

conditions), as shown in Fig. I, i.e., qw =Hq� +q: )+e(q� +q: )Jtx. In these 
y y 1. 1. 

equations, the velocity, density, temperature and pressure are average quantities 

defined as: 

u, =.!_J udS 
s s p =-1-J pudS ' u,S s T, =_!_J puT dS 

m s 
p =-1-J pudS , u,S s 

where u is the stream-wise velocity and m= fspu dS=p,u,S is the constant 

mass flux. The term on the right side of (1) represents the loss of energy per 

unit fluid mass, due to friction (on channel surfaces and internally), and can be 

written in the form: 
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Fig.1- Collector model 

where Dh =4xarea/perimeter=2x(lxe)!(l+e) is the hydraulic diameter of the channel and 'I' iS'• 

parameter which depends on the expression used for the viscous losses. If the concept of shear s� 
coefficient is used, the proper relationship is 'I'= 4c1• The velocity across the section is also presenie )I! 

equation (I) by the kinetic-energy correction factor, defined as: 

a.= fspu2udS/(u;m) 
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wher� u is t�e flow velocity. With respec1 to the ener . 

the viscous dissipation tenn and the rate of cha f 
gy equation (2), the form presented does not include 

ventilation. The integration of this equation giv�
e o pressure as they are of minor importance in building 

T,,, =T,,0(1 +Ax) (3) 

where, A= qwXl(mcP T,,0). 
The perfect gas law and the assumption of small pressure variations ( p T =constant) gives: 

Ps.x I Ps.o = Ts.o IT,,, =I /(I+ Ax) 
In addition, from the condition of constant mass flux - . 
velocities also applies: 

Ps.x u,,, -P,,ous.o' the followmg relation involving the 

u,,, /u,,u.., l+Ax 
Finally conce · th f · · ' rnmg e nct10n coefficient the � II · . . ' 0 owmg generic form is considered 

(4) Cr.x =aRe� =a(p,u,x/µ)" =a(p,_ous,o !µ)" x"= aRe�h(x/Dh)" 
in which R . 'eoh =p,u,Dh /µ is a Reynolds number b d . . 

viscosity and a and n are parameters. 
ase on the hydraulic diameter, µ is the dynamic 

Integrating equation (I) using the above I . . . 

unity in turbulent flow), gives: 
re at10nsh1ps with a constant value for a. (normally, a. is close to 

2ap u2 R n ( ' 

Ps.x =p,,o s.o s.o e, x _I_ Ax ) ln(l+A ) 
Dh n+! + n+2 -gP,,o A 

x a.p.,ou;,0Ax 
At the inlet, the flow contraction - F I . . . ig. - gives nse to a rnmor loss, which can be expressed by: 

where · 

P P s,0 (.Us O J2 O,"'m-Ps,O =z � 

(5) 

(6) 

Po.aim is the hydrostatic pressure at the inlet d C . . 
streamlines are approximately parallel Fi 

an d is the d1
.
sc�arg� coefficient. At the outlet, the 

assumed equal to atmospheric pressure, re.
g. I) and the pressure d1stnbut10n across the outlet jet can be 

Ps.H =PH.aim 
therefore, 

PH,a<m =po,otm - P , ,ogH 
Comb· · inmg the relations (5 8) · - gives the mass flow rate produced b . 

m= 

�can b 

Y a system of height H: 
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combining a and n in the form of equation (4) are available in the literature for different cases and can be 
used in equation (9). 

CFDMODEL 

The CFD code used here - VORTEX (Awbi, 1996) - is specially designed for room ventilation. It 
numerically solves the differential equations that govern the air movement and heat transfer - continuity, 
momentum and thermal energy - in their elliptic form. The program allows for the turbulent nature of the 
flow by solving two additional equations for the kinetic energy and energy dissipation rate which are the 
bases of the so called K-E turbulence model. The numerical scheme uses a staggered 3-D Cartesian system 
where equations are discretized using the Finite Volume Method (FVM) and solved by the well-known 
SIMPLE algorithm. To enhance the stability of the numerical solution under-relaxation techniques are 
applied to all the equations. Although the code is capable of solving 3-D flows, in this study only a 2-D 
solutions were used. This modelling option is more realistic in view of the current channel geometry and 
spatial wall flux distribution, on the one hand, and the prospect of increased accuracy by using finer grid, 
on the other. 

RESULTS AND DISCUSSION 

The CFD and Integral model (INT) were applied to a 2-D channel with height and width of 2.5m and 0.3m, 

respectively, with a wall flux relation of q;;. I q: = I I 4 .  Taking the hotter wall flux q: as a reference, in the 

case of the CFD model the calculations were performed for 40, 80, 120, 160 and 200 W per meter of 
channel height. For the INT model, the mean wall flux has been expressed as qw = (q;;. + q: )12 (since this 
model does not accounts for the wall flux asymmetry), using values for qw of 25, 50, 75, 100, 125 and 1150 
W per meter of channel height. 
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In Fig. 2, the volumetric flow rates produced by the collector system are shown for each m_�l 
channel entrance. As it would be expected, in both models the flow rate increases with the

. 
hea�g 

but the rate of change decreases with increasing the wall flux. Although the agreement betw�eII � 
produced by the two models is not perfect, the discrepancies are within acceptable limits, given 

difference between the two models in terms of complexity of their algorithms. 

· F' 3 for the dFI> 
The bulk temperature of the channel flow, defined hy equation (3), is shown m 1g: . this 
models for the heating case qw=50 W/m. It can be seen that the two profiles are quite lin�ar�r.hOU 

predicted by equation (3) for the INT model and is well followed by the CFD mod�; 
t idl 

different slope. Nevertheless, the difference in the results from the two models is c.
onsis e::.cs 

rates that each model predicts to satisfy the energy conservation condition. This requ al to 
I h · 2 H must be equ 

thermal energy transferred to the flow from the channel wal s, t at is qw • iii 
channel exit. This constraint is the same for both models and as the flow predicted by· e 
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higher than that from the CFO then d' . 

d. I I 
, accor mg to equation (2) its b lk correspon mg y ower so that the condition referred to can be met. 

' u temperature should be 

The temperature and stream-wise velocity profiles � d' � d case qw=50 _Wlm in Figs. 4 and 5, respective! . -i
h

: �c e by the CFD code are plotted for the heating 
present heatmg conditions and channel geomet 

y 
h 

y:e of profiJ�s observed are consistem with the 
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The next co · · · . 
mpanson is w11h regards to the Nusselt n't:mber . - . The followmg correlation proposed by Vliet and Liu (1969;n: 

is presented Ill logarithmic scales in Fig. 6. 
uniformly heated plate, was used for comparison with' the CFO 

;�����d for turbulent flow along a vertical 
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mo e was obtained from the mean value �00) temperature at the channel ;ore

+ ;(�) , with Nu(x/ = q! x![(T;(x)-T.dx))k] and Te12(x) . . s It can be seen, the CFO results agree quite well with those 
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In Fig.7 the shear stress coefficient er is plotted for the two models. In the INT model cr was computed 
from (4), with a =0.0592 and n =-1/5, whiob corresponds to the classic correlation proposed by 
Schlichting (1979) for characterising the friction coefficient on a flat plate for turbulent flow. In the CFD 
model cr was compured for each wall from the corresponding law of the wall, where the well-known 
dimensionless wall parameters y• and u• are correlated through a log11rithmic law in the inertial sublayer 

( y•; 11.6 ). From these parameters the wall shear stress can be deduced, hence cr, and the mean for the two 
walls was taken - in a way similar to Nu(x) - to characterise the friction coefficient within the channel. 

The er value from the CFD model for the range of Gr(x)' show two decreasing zones separated by another 
where the flow undergoes a sudden increasing, denoting some kind of transition of the flow regime within 
the system. However, the cr values computed by this model are systematically lower than those obtained 
from the INT model. This is certainly one of the rea1:ons for the lower flow ral�s observed in the latter. If 
one considers that cr correlations - like equation (4) - found in literature are normally deduced for forced 
convection and that are widely used irrespectively of the type of flow (natural or forced convection), the 
results presented suggest that the pertinence of their use in natural convection is an interesting point to 
focus on in future stutli�s. 

CONCLUSION 

In conclusion, the simple model proposed in this work (INT) follows the trends obtained from the more 
complex CFD model both thermally and dynamically, and produces satjsfactory results for general 
engineering requirements. It would appear that improved results could be obtained from the INT model if 
skin friction coefficients specific to natural convection flows were used. 
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