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Predicting the Position of the Smoke Layer
Interface Height Using NFPA 92B Calculation
Methods and a CFD Fire Model

William N. Brooks, P.E.

ABSTRACT

NFPA Standard 92B presents computational methods for
determining the position of a smoke layer in a large-volume
space. Although NFPA 92B is a guide to smoke management
design, the methods have been adopted, with certain modifi-
cations, by model building codes and are mandated for use in
atriums and large-volume spaces. This paper makes use of a
recently developed CFD fire model to assess the NFPA 92B
calculation methods. A total of 13 simulated tests were
conducted. Results suggest that the NFPA 92B Equation 9

method may not predict the fastestfilling of an enclosure within “"ﬁ‘-_-_— g {“"'"
the range of aspect ratios provided in NFPA 92B. -

=
INTRODUCTION 1{—:}’

Prediction of smoke layer interface heights in large- \— )
volume spaces is essential to certain building fire-protection \f/
and life-safety strategies. Predicted positions of the smoke
layer interface height can be applied to egress design or to B- SMOKE LAYER FORMS
property conservation.

Figure 1 depicts the development of the fire plume, the — e
formation of the smoke layer as the fire plume radiates (S
outward to the surrounding walls, and the smoke layer A E —
descent. Figure 2 illustrates a cross-sectional view of an = ["*“"'
atrium with a descending smoke layer. The terms used are .
defined as follows: \‘ ;

H = highest point of smoke accumulation ;r
z = height of smoke layer interface C— SMOKE LAYER DESCENT
Zcg = critical (design) height of smoke layer
interface Figure 1 Smoke filling of atrium space: (a) plume rises
Z = limiting elevation (defined as the height of the to ceiling; (b) smoke layer forms; (c) smoke
luminous flame) layer descends.
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Figure 2 H—Highest point of smoke accumulation; !
¢ Z—Height of smoke layer interface; Z,,—
C¥itical (design) height of smoke layer °

v “interface; Zr—Limiting elevation (height of

SR lminious ﬂame) fiiomow i
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A ‘=" Horizontal cross-sectional area of atrium
Aspectratio = A/H?+ « ELULELZ AN AU DB ainl

NFPA “Standard 101 (Life ‘Safety 'Code) and me 1996
BOCA National Building Code (BOCA 1996) iise the NFPA'
Standard 92B methodology in a manner that links the position
of the smoke layer at a particular time to the requirement for
a smoke management system (see BOCA Code, Section
922.2, and NFPA 101, Section 6-2;4¢). The Uniform-Building
Code (ICBO 1997) does not umlize a time consideration in its
large-volume desngn criteria. lnstead a smoke exhaust system
must be capable of' mamtammg an interface height 3.1m0
ft) above the highet walking surface in the smoke zone (see
ICBO Code; Section 905:5.2.1). Therefore,ithe time of smoke
layer descent is a critical factor in NFPA 101!and the BOCA
Code; design but is not relevant to ICBO, Code design.

A prevmus paper by the author (Brooks 1997) showed
that the two desngn met%xods in’ the BOCA Code produce
results that va y: slgmficamly In fact, an exampfe in the /993
C ommenrary (BOCA 1995) was used to 1llustrate thatasmoke
management system is requxredwh en the calculatlon method
for regular spaces is used, while a smoke management system
is not required when the calculation for irregular spaces is
used. o

b DA £ &G SRy T ) SN

A large eddy simulation, oriputatiofidl flaid @ynaniics

(LES. CFD) model .(McGrattan et.al(;: 1998) is used:jin an

attempt to reconcile the differences among anumber of calcu-
lation methods. SRR T

METHODOLOGY

Four calculation methods are used to predict the position
of the smoke layer interface inatotal of 13 snmulatcd testcases
usmg steady,state heat release rate fires.

. '*Methodv.I’—-——‘-NFPA 92B, Equation 9 (calculation method
for regular spaces described in the 1996 BOCA Code)

*  Method 2—NFPA 92B, Equation A-26

*  Method 3—NFPA 92B, Equations 14 and 15, adjusted
for smoke layer temperature

«  Method 4—Large eddy simulation CFD model

Table T is a list of the individual test cases. With the
exception of Test-No. 10, the selected aspect ratios are consis-
tent with NFPA 92B and the 1996 BOCA Code. Heat release
rates include the range of fire sizes'that are mandated for use
by the BOCA Code (2110, 4640. ij and the ICBO Code
(5275 kW) Selected areas represent the author’s opinion as to
where the design methods will be most widely utilized.

Test No. 10 represents a more $lender aspect ratio that is.
not contemplated by NFPA 92B or the 1996 BOCA Code. It
has been 1nc1uded for sensitivity purposes.

All of the cases assume a ﬂaghonzontal ceiling and a
umform square honzontal cross-sectional area with verncal
L
sides.’ y

CALCULATION METHODS ° Wy ot

Methods 2 and 3.can be defined as zone models, which
predict. well-defined smoke: layer:positions:atiany:given time
and distinct differentiation: between the smoke layer.and the
clear-air below. Smoke layer interface:positions are assumed

vai fiie

e - TABLE 1a el
et Selected Test Cases
gSe!ected Test Condltlons [SI Unlis])
wonpre ot ont i Heat Release
~Test No.: | Aspect Ratio [Area (m?): | Height (m)|- Rate (kW)
R U R IRETER 2110
i 09 9200 | 1016 | 2110
3, 09 . |,9290 | 1016, | 4640
4 110557 5] 00092240, ni319.6 21109 -
g i T e Wy |l
e 0 e T Rd | aea0
s Ty N s 941“’: ) ,82 ; 4640, .. .
e R e e
L D VA R ) Gl I~ X Tl R 1 B
10 0.5 929 431 | aea0
11 14 2 p 260073 [rin 43l 15718
12 0.9 1672 | 431 | 9693
13 0.9 1672 | a3 | saa
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TABLE 1b R
Selected Test Conditions
(Selected Test Conditions [IP Units])

'Heéat Release
Test No. | Aspect Ratio| Area (ft?) Height (ft) | Rate (Btu/sec)
1 10 100,000 100 2000
2 0.9 100,000 333 2000
3 0.9 ,100,000 333 4400
4 10 10,000 315 | 2000
5 0.9 10,000 .105.. 2000
6 0.9 10,000 105 4400
7 14 | 10,000 27, | . 4400
8. |- a4 | 550000 60 . |7 .4170
9 - Tuzh 14 ::100,000 85 i 4170
“10 * w015 10,000 141.5 4400
11 14 280,000 141.5 14,900
12; 4 05 . 18,000 141.5 9,200
13 0:9514: 18,000 | :141,5 : 520

to be level and to fill atrium volume“strnuch like an inverted
vers1on of water ﬁllmg a bucket

Method 1 is'also a zone model, with the exception that 1t
does not define the position of the smoke layer interface.
Instead, the results of this calculation method are to, be viewed
as the first indication of smoke, or the begmnmg of the transi-
tion betweén clean air and contaminated air (NFPA 92B,
Figures 1'through4.and:accompanying:definitions). It does not
asséss the quality-of .the:environment at the transition point;
only that this is the:point where the transition begins to occut.

Method 4 is the LES CFD model relying on a much more
precise calculation techmun to estabhsh the characteristics of
the atrium envn‘:rrogment Th|§ metﬁoa 1s(ah'fe to deﬁne the posi-
tion where temperatufc changc occurs as a rcsult of plume
interagpion with the ambient air.

/There:fs nostandard to define the position of the $moke
layer mterface A number of papers address this topic, and'a
numher of methods are  proposed (Chow 1995 Soderbom
1992; He et al. 1998) Expenmental programs use a combina-
tion. of 'Visual obsérvations, l_he{mocoyple trees, and light
obscurat on meas rement equipment to record the position of
the smoke layer at any given txme (Yamana and Tanaka 1985).
Therefore, the results of the calculat ons will vary in that they
may be predicting different phenomena That i is, Method 1 is
predicting “first indication of:Smoke,” Methods 2 and'3 are
predieting similar smoke layer-positions,.and Method 4 is
much like visual observatlons that would be madein an exper—
imental program ey

J.-’ A

Method 1—NFPA 923 Equatlon 9

- The posmon of the smoke layer mterface, Z, is predicted
at any time using the-following equation; ** sl

CH-99-1-3

Z/H = 1.11 - 0.28 In [(:QIH*)I(AIH?)] 1)
where
VA = height from the floor to the smoke interface (m),
t = time for the interface to extend to Z (s),
H = height from floor to flat ceiling (m),
Q = steady-state heat release rate (kW),
A = horizontal cross-sectional area of the space being

filled (m?).

Equation 1 is a correlation, representing a “curve fit” of a
limited number of fire tests (NFPA 1995).

Method 1 does notreadily lend itself to a hand-calculated
solution for ¢, given a particular value of Z/H. It is for this
reason that it would most often be used in a “pass-fail” manner,
as presented by the BOCA Code to determine if the smoke
layer interface has reached thecritical height (design objective
level) in a given period of time. (The 1996 BOCA National
Building Code and the 1997 NFPA Life Safety Code define this
period.of time as 1200.seconds.) 9i® e

The usefulness of’this method is presented by the I 996
BOCA National Building Code as a single-pgint “test” to
determine if the smoke layer interface-has reached a given
point (Z/H) in a defined time period. However, with some
manipulation, the use of the method can be expanded to graph-
ically plo‘t:the‘_po;;s!iti,op:gt" the layer at any given time. .

Method 2—NFPA 92B, Equation A-26

The posit on of the, smoke layer interface, Z, is gredxcted
a, any txme usmg the follovgng equatlon :

o zm {l+[2k (tQ’/3/1f4’3y/3(A/H2)]}-3’2 © @)

where:/ e /-.j.-'ni 5 ;J‘. PG O S & AT S TE
Z <.+ =’heiglit from theflbor to.the smoke 1hterface (m),

o

f = time for the mterfaCe to extend to/ Z' (s)

H ‘('jf , ; hexght from floor to flat ceiling (m),” '

0, = ,steg_dy-state heat release rate (kW), .

A =vhorizontal cross-sectiOnal'aI‘ea of the-spac‘c heing
oo filledim®) - Cn

k, & entrainment constant (use 0.064 m4/ 3s-kW13Y)..

i Although Equanon lis baseq ong curve fitofa number of
ﬁre tests, Equanon 2, according to NFPA 9B, is a theorencally
based equanon for smoke “dcnved usmg the laws of
conservanon of ‘mass and encrgy to determiné' the additional
volime bemg supplied td the upper laye (NFPA 1995, Appen-
d1xA3622) ' ; .
Method 3—NFPA 92B, Equations 14 and 15,
Adjusted for Smoke Layer Temperature

Basic Calculation; Methdd. This method relies on an
integrdtive apptoacli that utilizes the following NFPA 92B
plume mass flow rate correlations; af



jom=0.0710,177%7 + 0.0018Q, (NFPA 92B, Eq. 14)  (3)
i1 ST
where i
m = mass ﬂow rate in plume at helght VA (kg/s) and
0, = convective portion of heat release rate (kW),
where
0.=07Q @
and :
m = 0.0320,%°Z (NFPA 92B, Eq. 15). 5)

Equations 3 and 5 define a mass rate of smoke:;production.
Equation 3 is to be used above the limiting elevation, calcu-
lated as follows:

N

2z, =0.1660,%> (NFPA 92B, Eg. 13). (6)

Equation 5 is to be used at or below the limiting elevation:

Calculating the layer position is not straightforward as is
the case with Methods 1 and 2. Method 3 requires the follow-
ing iterative calculation procedure:

1. Calcilate smoke mass prodlrctio'n (m) using Equation 3
based on the ceiling height (F).

2. Convert smoke mass production (m) to smoke volume (4%)
using the following equation:
J = |
B2 ol ge W= m/p - s+ o sy § (7)
where Chefdr o
1% = volumetric rate of smoke production (m3ls) and
p = density of Smoke (kg!mS) {0 AREIR R

(IR VR

3. Distribute the smoke volume uri‘fonn])f\uhder the ceiling
surface area (A) by dividing the smoke volume produced in
the first time period (1 second) by the area of the atrium.
This value becomes the incremental depth of the smoke
layer.

Subtract the incremental smoke layer depth (dZ) from the
ceiling height (H). The new height becomes the smoke
layer interface height Z.

5. Calculate smoke mass production based on the smoke layer
height (Z).

Repeat steps 2 through 5 until the smoke layer interface
height descends to the limiting flame height (z;). At this
point, calculate the smoke mass production (1) using Equa-
tion 5.

The calculation method results in instantaneous distribu-
tion of smoke under the entire ceiling surface, without regard
to transport time from the fire to the ceiling.or without Tegard
to the time required for the “§oke movement horizontally
under the ceiling surface. The method also fails to account for
any horizontal entrainment that may occur as the smoke |

moves radially outward from the point where the plume R .

centcrline impinges on the ceiling.

Smoke Layer.Temperature Correction
NFPA 92B provides no guidance regarding the use of this

calculallon method. The 1996 BOCA Code Commentary.

illustrates the iterative nature of the calculation but fails to
adjust the. volume of smoke production based on a smoke
density correction. As reported previously (Brooks 1997), tté’
BOCA Codt irregular ceiling calculation method is-based on
smoke density at21°C (70°F). Therefore, the resulting célcu-

lations will represent the'slowest filling- of the volume (i.e;, '
smoke with' the gredtest density will: 0coupy the smallest

volumei per kg). PR I L 3f

{

In order to determine the ‘sénsitivity of the calculdtior:

method to.smoke density, thie”smoke layer temperature is

assumed-to'be uniform and equal to the average temperat&i‘e

of.the plume centerline. 21,

Adjusting the layer temperature will result in‘a decreake"

in smoke density and will increase th¢ volume of smoke
produced. The‘increased smoke velume w1ll mean faster fill-
ing of the atrium.’ .. s

For each test case, an average plume temperature is calcu-

lated using the following method:+ &

1 Calculale the plume centerlinc temperatunc atthe cellm 18 ( of
:hc atriur and at the fire's lumtmg elévation (Equauon 6)

Top =Ty + 25(Q02’3I(Z—20)5’3) (Klote 1994) (8)
Tcf  ='plumecenterline temperature!(PC), .+ )
Ty = ambient température (21"(3), PR
qu", = convectwe portion of heat release rate (k\‘b')
o (Bquaﬂon 4) ’ " "
V4 '_ RS ,sn;oke layer ultcrfac:e height, e B ,,,;
Z, = virtual origin.

.
For the atrium heights and heat release rates considered in
this analysis, the virtual origin avill be assumed to be at floor
level.

g
2. Calculate average plume/_ICenterline temperature:
Tave= (y: u+ T2 ©)
wid ) n i
where o
7 3
T,ys = average plume centerline temperature (°C),
Ty = plume cenérlirie temperature at height H,
T = plume centerline temperature at limiting elevation.
3. Calculate smoke density, usmg the average plume temper-
/—i;.“atm‘e: v i
e P=pEL., (10)
wheré ’ .
p = absolute pressure (101,325 Pa),

84§ constant (J/kg K), 5 sl
absolute tcmperature K)=273+ TAVE

T
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4. The value for Equation 10 is inserted in Equation 7 and
., remains constant for the entire calculation period.

Method 4—Large Eddy Simulation CFD Modéi]

The large eddy simulation CFD model (McGrattan et al.
1997) has been developed in conjunction with National Fire
Protection Research Foundation at the National Institute of
Stapdards and Technology. The model is seen as a valuable
tool to reduce the overall costs of-firei €xperiments by devel-
oping computational methods to predict fire phenomena. In
addition to predicting and evaluating experimental results, the
model is able to assist in plagnning experimental programs.

For;this analysis, the: LES CFD model is being.used in

plage of 13 fire experiments. While the validation ef the model .
is still in process, its use appeared to present an interesting -

opportunity to simulate fire conditions in orderto compare the
results from the three .zone models to the I.LES CFD model.
The LLES CFD model predicted the position of the smoke
layer interface in each of the 13 cases. Since there is no'math--
ematically defined method to determine the smoke layer inter-

face position, the LES CFD: modeler visually observed the .
sm:mlated ﬁllmg of the atrium cnclosures. In a sense, the ,

observatlon of the 1smokc layer interfacc descent’ using the
LES CED model is somewhat similar to observmg an actual
test.

Figure 3 illustrates the differences among observed data
in a fire experiment (Yamana and Tanaka 1985). The test data
represent the filling of a.24 m (78.7 ft) by.30 m.(98.4 ft) by

26.3 m (86.3 ft) high enclosure. The aspectratio (A{H )is1.04.

No mechzymcal ventilation is used during the test. The fire
has a steady-state heat release rate, reportcd to be 1300 kW
(1232 Btu/s). Note the differences among the photometer,

thermocouple, and visual' obsérvatiofis® of ‘thé' smioke layer
o P A s

1.00
0.90 +

H
0.80

0.70

NORMALIZED HEIGHT

DD 2 INFPA 92B, EQ A-261
A 2y
METHOD 1 (NFPA 92B, EQ 91

interface positionas it descends. Also note the linear nature of
the descent as the interface descends below the 7 m (23 ft)
height, corresponding to Z/H = 0.26. The dashed line repre-
sents the:iYamana/Tanaka predicted filling. Figure 3 most
closely represents Test 5 presented in this discussion.

CA LCULATION RESULTS

Figure 4 illustrates predicted volume filling for each of
the 13 tests. In this figure, the Method 3 calculations were
performed without layer temperature carrection. Note the

T z
; %t\s, A-1 o tHermocoUPLE
S & PHOTOMETER |
o O EYE
20 o,
b ' ---CcAlcuLaTeD Y EQlot)
~—~ \ ) ) "40/_\
;E, a00 | - i S P
—
3 o
] W
e e
e
i 1 1 1 l 1 1 1 1
(0} 10
TIME (min) an
DIES A0 5 e M W
Figure 3 Yamana/l"anaka experlmental results Aspect

Ratio = 1.04, H = 26.3 m (86.3 ft); Heat
- /{,Release Rate = 1300 kW (1232 Bty/s)..

T T !

g

0.00

o 10, .,0 30 40 50

60 70 0 20 100 10 120
NORMALIZED TiME’ 1 : 7t \

) 7

Figure 4 Calculation methods 1 2 ‘and 3 (Calculation method 3 riot adjusted’for smoke layer temperature, Method 3

caleulations idéntified by test niinber.) *
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clustering of the Method 3 curves around the Method 2 curvey ::

.....

Also note the position of the Method 1 curve. For these calcu-::,

lations, the Method 1 curve represents the fastest predicted
filling of the atrium volume. E

Figure 5 also illustrates the predicted filling rates, But in

this instance, smoke densities have been adjusted based on thé.

calculated average plume temperature. Note the shift of the
Method 3 curvestowardthe origin. Note also thatMethod 1 no

1.00

~0.90

0.80

0.70

0.60 +

0.50

NORMALIZED HEIGHT

0.40

0.30

0.20
METHOD

2 INFPA 928, EQM-26)
T s ®
0.10 e TN
METHOD 1 (NFPA 926, £Q 8)

e

0.00

longer predicts the fastest filling of the atriums. Tests 4 and 7
now fall closer to the origin than the Method 1 curve. The
Method 2 curve now represents nearly the slowest filling rates.

Figure 6 compares the results from the LES CFD s1mu-
lations to.Methods’ 1 and 2. The LES CFD results are

itrendlmes derived from the raw data observed from the LES

CFD simulations (see Table 2 for LES CFD observed data).
The LES CFD simulations show the general distribution of the

e & A5

i

U7

0 10-—--- 20-

) -—.90 - =40 - 50

[

! ¥ e

60- - - -70-.
NORMALIZED TIME . ,

80.-—-... 80 ... 100._ 110

[

Figure 5 Calculation methods 1,;2,rand 3. (Calculatlon method 3 adjusledfor smoke layer temperature Method 3

calculations tdentzﬁed by test number.)” "

i i v R

NORMALIZED HEIGHT

‘f‘\ 4 :T’

.l

”\l

Yo o ' X

s e =

METHOD 2 (NFFA SZB lﬂﬁ -28)

| Hl.

NORMALIZED TIME e g : i i

Lo g — o — T -

100 110, +- "120

Figure 6 Calculation methods 1 and 2. (Compared to large eddy szmulatzon CFD predwted ciurves; LES CFD curves

identified by test number.)
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LES CFD Experimental Observations

TABLE 2.

Test 1 Test 4 Test 8 Test 12
ileight (Z) Time Height (Z) Time Height (Z), Time Height (Z) Time
m ft sec m ft sec m ft sec m ft sec
.30.5 100 0 9.6 31 0 18.3 60 0 43.1 141 0
25 +i82 200 g 23 35 s 16 52 25 30 98 45
20 66 280 6 20 70 14 46 50 22 72 75
15 49 500 5 16 90 12 39 125 10 33 150
10 33 1000 3 10 160 9 30 250 2 7 300
7.5 25 1750 2 7 300 7 23 400
5 16 500 Test 13
Test 2 Test 5§ 3 10 700 Height (Z) Time
Height (Z) Time Height (Z) Time 2 7 900 m ft sec |
m ft sec m ft sec g 43.1 141 0
101.6 333 0 32.1 105 0 Test 9 30 98 65
95 312 75 24 79 30 Height (Z) Time ¢ 22 72 150
85 279 110 16 52 80 m ft 'sec! 11 36 375
75 246 130 9 30 220 259 85 0 2 7 900
65 213 350 7 23 280 25 82" )f 35
55 180 550 6 20 290 20 < 66 150
50 164 600 5 16 310 13 43 350
45 148 850 3 | .10 - 400 8 |[.-®6 800
40 131 10600 || 2 7 450 2.7 1 1800
35 115 1200
30 98 1400 Test 6 Test 10
25 F 8231700 Height (Z) *'* [- Time' ‘[>[" ' Height (Z) -« ‘| ~Time
20 66 1900 m ft sec m it e |0
32.1 105 0 43.1 141 0
Test 3 24 79 30 31 102 25
Height (Z) Time 16 52 60 22 72 50
m ft sec 9 30 150 10 33 135
101.6 333 0 7 23 200 8 26 150
95 312 75 6 20 215
85 279 90 5 16 225 Test 11
75 246 100 3 10 250 Height (Z) Time
65 213 250 2 7 310 m ft sec ¢
55 180 375 43.1 141 0
50 164 450 Test 7 30 98 250
45 148 600 Height (Z) Time 22 72 ~ 600, "
40 131 750 m fi sec 10 33 |./1450
35 115 800 8.2 27 0 —4 13 1825
30 98 900 | 7 |eri 23 20 "
25 82 | 1100 6 20 | 35 o A
20 66 1300 NES 16 45
15 49 1500 4 13 63
10, | .33, ,] 1800 -3 | 10 90
2 7 125
CH-99-1-3 7




simulated filling curves. Note the similarity to the Figure 5
curves inthatMethod 1 does not predict the fastest filling rate
for five of the tests. In fact, the LES CFD results for Test 7
predict filling times that are 50% faster than the Method 1
predictions.

Figures 7 through 10 compare all of the calculation meth-
ods by separating the test results into the four selected aspect
ratios. On each of the four figures, the LES CFD predictions
are shown as individual points. These points are the raw data
points reported by the LES CFD observer during the observa-
tions of the test simulations.

Figure 7. Methods 1, 2, and 3 approximate the LES CFD
calculation from Z/H = 1.0 to Z/H = 0.2. Méthod 1 predicts
faster filling than the LES CFD observed points; but Methods
2 and 3 predict slower filling rates. Due to the-asymptotic
nature of the Methods 2 and 3 curves, the predicted smoke
layer interface arrival times begin to diverge from the LES
CFD calculations below a value of ZZH = 0.3. Note the diver~.
gence of the Method 2 calculatlon from the LES CFD obser-
vations as Z/H decreases. .

Figure 8. The Method 1 calculation again predicts faster
filling than the LES CFD observed points. Howevet, as the
height of the atrium increases, the Method 1 curve begins to
overpredict filling times by a wide margin. For nearly all of the _
AIH? =
with the proper characteristic shape. Below Z/H = 0.3, the
Method 3 curve’s asymptotic shape begins to differ from the
LES CFD observed points. Method 2 represents midpoint
values for these six tests. Note the linear nature of the LES
CFD observed data as Z/H approaches 0.25 to 0.2. Until this
point, Method 2 and Method 3 produce results that are reason-
ably close to the LES CFD observations.

1.00
0.90
0.80

0.70

14 o
o @
o o

NORMALIZED HEIGHT

=t
»
o

0.30 +

METHOD 1 (NFPA 92B, EQ 9)

0.00

0.9 cases, the Method 3 predxcnons produce curves

Please refer to Figure 3, which illustrates the results from
a fire experiment in an enclosure very similar in aspect ratio to
the 0.9 aspect ratios assessed in this analysis. It would appear
that the Figure 3 test most closely approximates Test 5. Note
that the Test 5 LES CFD observations are closely approxi-
mated by the Method 2 and Method 3 calculations, but the
Method 1 calculations predict significantly shorter filling
times. The LES CFD observations also reflect the linear nature
of the smoke layer interface descent observed in the Yamana/
Tanaka experiments.

Figure 9. Only two cases represent aspect ratios of 10. In
both cases, Method 1 predicted filling times with reasonable
accuracy. Method 2 does not appear to be reliable for these
cases. Method 3 compares favorably to Method 1 and the LES
CFD in Test4 but does not predict Testd with a similar degree
of accuracy A

o Figure 10. All of the LES CFD- observations depict
substantially, faster filling than the Method 1 calculations.
Method .2 appears to be unsatisfactory and fails to correlate
with the LESCFD results for each case. Method 3 predicts the
Test 7 filling reasonably adequately, but it overpredicts filling

~ times for the other cases.

. ANALYSIS. . o Lo S

Although the LES CFD model may ‘notbe ‘fully validated
based on the number of full-scale fire tests, its predicted results
have been used as a comparison to zone model calculation
methods provided in NFPA 92B.

It appears that the currently avaxlable calculation methods
may not be useful over the full range of aspect ratios defined
in NFPA 92B. The reasons for this are not known, but the

i
f
!

§

20

30 .+40 50

Vs0 77 Yo G TS 1112000

NORMALIZED TIME

Figure 7 Summary of results. Aspect ratio = 0.5. (LES CFD data represented by individual points.)

CH-99-1-3



) 1.00
TS 1 ' -
gy 9in N L2 ¢
0.90 ! o N
0.80 +
4
0.70 1
s el T Tol
0.60 - L
3 } L { 1"
j 3
s
I & 050 ! xTEST 2 (0.9, 101.6, 2110)
2 o - : . .|+ TEST 3.0.9, 101.6, 4640)
e o1y« | -TEST5(08,32.1,2110)
0.40 Wil P o TEST 60,9, 32,1, 4640)
. . ¢ |aTEST 12:0.9, 43.1, 9693)
;. , |=TEST 13 (0.9, 43.1, 584
e 70.30 4+ b Ai »]T!ﬂ)-"» : .
P AT T L
METHOD 2{(NFPA 928, EQ A-26)
wiE ' 0.29
100 o
. 0.10 R ]
[ 0.00 " - + - - £ et
0 0’ 20 30 ad " 50 60 .79, .80 8 100 110 e el
W, b Vi 21 - H +
| NORMALIZED TIME
Vool g s v i Rl

Figure 8 Summary of results. Aspect ratio = 0.9, ¢FCES"CFD darf;z';'epméérxfed by jtl;g’dividua{ points; Method 3 Curves

indiyiduglly jdentified.) ;x5 o i, L BN LS § S e
elInite Y OO A P AT et i X ‘ T
[EN ey d mit Sraesd AT AT Gt b [TV g
1.00 1 ) T ol) T g g et M RiE IR AT i P
Galn i i S (8 T 4 B TR Noe vre
. P 090 4 oAy gy ¢ e Wi R et
PIeE 555 Vo i i i ' o L
0.80
0.70 - i

0.60

=
=)
ES
\..Q.l o o .
= .50 7 o OTEST 1 (10, 30.5, 2110}
E +TEST 4 {10. 9.6. 2110)
=4

0.40 + 5

0.30 4 4

METHOD 2 (NFPA 928, EQ A-26)
0.20 + ¥
0.10 4
METHOD 1 (NEPA 928, EQ — 47 ’
0.00 —rt e e + Fr it ¥ v + + {
0 10 20 20, 40" 5O 60 70 80 90 100 110 120
s
e : 1 NORMALIZED TIME =

Figure 9 Summary of results. Aspect.ratio = 10. (LES CFD data represented by individual points; Method 3 curves
individually identified.) e

R

CH-99-1-3 9



N

1.00

0.70

0.60 -

0.50

NORMALIZED HEIGHT

0.40 1

0.30

0.20

0.10

ae il

(R

o TEST 7 (14, 8.2, 4640)
®TEST 8 (14, 18.3, 4400)
ATEST 9 (14, 25.9, 4400
oTEST 11 (14, 43.1, 16718}

0.00
0

10 20

METHOD 1 (NFPA 928, EQ 9)

NORMALIZED TIME

100 110

wp

§O

L}
'
L)
217
s
1
220
o
4
.
P
ivide

F lgure 10 Summary of results. Aspect ratio = 14. (LES CFD pomts represented by lndtwdual pomts Method 3 curves
mdmdually ldermf ed. )
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purposes, the curve noted “1.1”” approximates the Equation 1
curve. The additional curves represent Equation 1 initial term
values from 0.85 to 1.35. Note that each of the LES CFD test
observations appear to follow one of the adjusted Equation 1
curves. From this observation, it would appear that the adjust-
ment of the initial term of Equation 1 for a particular combi-
nation of aspect ratio, height, and fire size could result in a
calculation method that would reflect the observations from
the LES CFD experiments.

Table 3 is a presentation of the test cases, separated on the
basis of fire size, aspect ratio, and area. Each of the 13 test
cases is represented by an entry. Although a number of addi-
tional LES CFD tests would be required to provide entries for
each configuration and fire size, it appears that some general
observations can be made.

1. Asthe aspect ratio increases, the initial term decreases.

2. As the area increases, the initial term incregses. """

3. As the fire size increases, the initial term decreases.

CONCLUSIONS

The following conclusions are based on the observed
differences between the LES CFD observations and the other
calculation methods.

1. Method 2 (NFPA 92B, Equation A-26) is net-a reliable:

- c;predictor of smoke layer position,¢xceptfor anarrow range -

of atrium sizes. The results from this;equatign, wil], likely
underpredlct filling times by a wide margin using the

* combinations of héatreleaée rdtés hexghts' and areal'ih thxsr

1] ngr

’*w's%udy LR Sl L
2. Method 1 (NFPA92E Equafion"§) do‘éé‘;noi:'iyroduéc
“conservative” results (that is, results that can be relied on
to predict filling times that are faster than would be
produced in actual experimental conditions) in all of the
cases that are foresccable thhln ‘the apphcable range of
aspect ratios. Method 1 appears to predict pmch faster fill-
ing times for certain 0.9 aspect ratios and - much slower fill-
ing times for an aspect ratio of 14 An-adjustment of the
initial term is suggested in‘'orderto'make the method areli-
able indicator of smoke layer p051non ik

3. Method 3 produces reasonablc results for aspect ratios up to
10. However, at aspect ratios: greater:than 10, Method 3 is
likely to underpredict the‘time of artival of the smoke layer

interface by 100%. A correttion“factor (or method) for

B

Method 3 is beyond the scope of” thls analysm

4. Highaspectratio spaces do nat appear to fillin accordance
with previously accepted:-zone model assumptions.. The-
reasons for this behavior are notknown. - =

RECOMMENDATIONS

1. A standard definition of 'Q}nokp layéf interface :shouldjl-)eo“

developed. This definition should be expressed in mathe-

matical terms in order to evaluate (or rcevaluate) experi-, o

mental data previously colletted’ and ‘to’ evaluate future

CH-99-1-3
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TABLE 3
Adjusted Initial Term Values for Method 1 Calculations
Heat Release Rate 544 kW
Aspect Ratio
Area 0.5 0.9 10 14
26000
9300
4700 1.13
1700
930
L~ Heat Release Rate 2110 kW
s Aspect Ratio
~ Area 0.5 0.9 10 14
26000, .
930D 1.34 1.1
4700
1700
930 “01.22 ol W
| Y 2*~
. . o HeatReleaseRate - [ 4500 kW
-Aspect Ratjo, i i
_Area 0.5 0.9, 10 14
726000 < | - L3 e ¢4 VI B
.9800- | . bl 5,13 el o E g
< AT70010 i L 3 Q.97
1700
930 1.18 162 0.87
Heat Release Rate 9700 kW
’rEect-‘Ratio
Area 0.5 109 10 14
26000
9300 R
4700 v s
1700 w2
930
Heat Release Rate 15700 kW
Aspect Ratio
Area 0.5 0.9 10 14
26000 0.98
9300
4700
1700
1. 930
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experimental data. The definition would be particularly
useful in CFD simulations where mathematic functions are
utilized to determine the characteristics of discrete cells in
an enclosure.

2. Additional LES CFD simulations would be useful for
aspectratios between 0.9 and 10. The data will be useful to
further validate present zone models or can be used to
develop improved zone models that can be used forthe next
several years.
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