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Abstract

To control the indoor thermal environment within the comfortable range, the dynamic temperature
distributions and flows of room air must be correctly predicted. While the CFD (Computational Fluid
Dynamics) technique can be used to carry out such a prediction task, its drawback is also obvious: too
time-consuming. To solve this problem, the dynamic temperature distributions can be predicted with
some fixed air flow fields calculated with CFD codes. That is, sacrifice the dynamics of indoor air
flows and only preserve the dynamics of the temperature distributions. This paper discusses a state
space model that can be used to predict the indoor dynamic temperature distributions. By dividing the
room into several air zones and still using the fixed flow field, a much faster dynamic model of the
indoor temperature distributions is constructed. This model can be easily used for designing and
testing different indoor climate control systems.

1. Introduction

One of the most important factors that influences working cfficicncy is indoor thermal comfort which
is a function of air temperature, air velocity, etc. To keep the indoor thermal environment within the
comfortable range, the dynamics of air temperaturcs and velocitics should be properly predicted and
controlled. This is not easy since there cxist temperature and velocity distributions in the room (Fig.
1) and in a real building room, therc is usually only one temperaturec scnsor that is almost always
mounted on the wall near the door. Thus, without the correct dynamic modelling of indoor
temperature distributions and air flows, the quality of the indoor thermal comfort control would be
doubtful.

The fact of indoor temperature distributions casily makes us think of dividing the room into
several air zones, each of which is supposed to be well mixed and represented by one temperature
(Fig. 2). Since the temperature of one air zone is influcnced by the adjacent air zones through the
mass and heat exchanges, the quantitics of Uicse exchanges have lo be determined before the
temperatures of all air zones can be calculated. Until present, it scems that the most ideal method to
determine these quantities is the CFD (Computational Fluid Dynamics) thecory which takes the
physical phenomena of both convection and diffusion into consideration. This is understandable since

AR TP e MR S A5 A el g e et



air is a kind of fluid. The different starting point lics in that instead of dividing the room air volume
only into several air zones, the CFD theory demands it be divided into thousands of air zones or grid
cells if we put them with CFD terms (Fig. 3). The CFD method increases not only the number of air
zones but also the computing time drastically. For example, using the CFD method to predict the
steady state air flow ficld in a room represented with 40x30x30 grid cells needs about 10 CPU hours
of a SUN Sparc Station [PX or an equivalent 486-PC (number of iterations = 1500). If the dynamic air
flow fields are to be simulated, hundreds of CPU hours will be needed. This is too time-consuming to
be afforded by the air-conditioning ficld.

/

air-conditioning unit

Fig. 1 The temperature distribution of an air-conditioned room
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Fig. 2 Dividing the room into air zoncs

But whenever we talk about control, the dynamic control is almost always implied. To control the
indoor thermal cnvironment, the dynamic tempcrature distributions of air must be known. This
requircment and the above time-consuming fact of CFD simulations challenge us with a contradictory |
problem. This problem can not be solved until the much faster yet checap computers come into reality.
At thc moment, we have to find out some trade-off mcthods to solve this problem.
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Fig. 3 Grid cells nceded by a CFD simulation

Many of us might have noticed such a phenomenon: for some typical heating (or cooling)
situations, although the indoor air flow field may vary with time due to the changes of heating (or
cooling) power and the boundary conditions, the prevailing air flow ficld that has dominant effects on
air temperature distributions is relatively stable. This reminds us that the flow field might be fixed and
used for the dynamic temperature calculations. That is, in the following encrgy balance equation:

gapr—H+div(p‘7H—I‘H_d,gradH)=S" (1)

where
{ =time,
p = density of air,
H = enthalpy of air,and H=C,8 ,
C, = specific heat of air,
6 = temperature of air,
V = air velocity vector,
I'y, i = effective exchange coefficient of encrgy,
Sy = source rate of energy,

if V and Ty, o are precalculated with a CFD code and fixed, only H is left to be calculated and much
computing time will be saved. The price paid with this mecthod is the sacrifice of the dynamics of
indoor air flows. The benefit is that a fast computation is obtained. This idea has been validated to be
feasible by the authors of refcrences 1 and 2.

From the standpoints of faster predictions of indoor dynamic temperature distributions and more
accurate evaluations of building heating (or cooling) loads, the above method really gives more
realistic results than a one point model, which assumes that the indoor air tecmperature distribution is
homogeneous. But, if our objective is to control indoor dynamic temperature responses, this method
will still be too time consuming since the time step has to be short (e.g. 10 minutes) and the
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temperatures of thousands of grid cells have to be calculated. Besides, this type of model is not
suitable for control system designs.

As a matter of fact, we arc not interested in too detailed information of indoor temperature
distributions since most peoplc arc insensitive 1o minor temperature changes (e.g. < 0.5 ) inside the
room. The division of the room into scveral air zoncs would give enough accuracy for the control
system design if their temperatures could be calculated correctly. If this could be done, the computing
time would be further reduced significantly and a much simpler dynamic model would be available.

2. Representing the indoor temperature distribution with air zones

According to the CFD theory, the calculation of temperature, velocity, etc. of a grid cell is based on
the solution of the mass, momentum and encrgy balance equations. @bviously, if the mass is balanced
for every single cell of all cells, then the mass is also balanced for any arbitrary patch or group of
cells. Starting from this point, we may rcorganisc the thousands of grid cells used by CFD simulations
and transform them into several air zones containing many cells (Fig. 4). By supposing each air zone
is well mixed and is depicted with one temperature, the room thermal response model will be much
simplificd.

If we remember that the border between two adjacent air zoncs is also the border of the grid cells
that are located on both sides of the border, then we may still take advantage of the precalculated flow
field. That is, the values of V and Ty, . of the grid cells situated next to the air-zone borders can be
used to calculate the mass and heat exchanges between onc air zone and another (Fig. 5).

From CFD theory, we know that the final disrctized form of equation (1) has the following form:
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Fig.4 Reorganising grid cells into air zones
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Fig. 5 Borders of air zones

where
ag;,=C (AyAz). . (De“._“t +pMAX[—u‘-J', O]) (3)
aw,ijx = Cp(By82), (Do s +PMAX[uiy 4 ,0)) @)
an.ij.x =C,p(AxAz) )ii t(Dn"-J.‘ +PM‘AX[—V.'./‘.1 .0]) (%)
as;jx = Cp(Axas), (D, 4 +PMAX[v, s 0]) ©6)
ag,; jx = C,p(Axay) i, k(Dl-hJZ" +pMAX[—w,-.I-‘,‘ 0]) M
ag,iju =Cpaxty),  (Dy ;4 +PMAX[w, ; 4 0)) ®)
ag.i.j-k = Cpp(AIA)’AZ). L ®

At

b=Sy(AxAyAz), ; , +ap, ;48,4 (=] (10)
Apijx =Qgi okt Aw.ijk YNk Y8si .k YA jx YApi ok +a3}~'k (1

In the above formulae, Ax, Ay and Az are the length, width and height of a grid cell; MAX[a, b] is
equal to the bigger one between variables aand b; terms D ; jx , Dw,i.jix + Da,i,jok + Dy it » Duijix
Dy, ;, ;. » represent the effective diffusion effects of heat and are functions of the turbulent and laminar
diffusivities of heat. At is the discrete time step. i, j and k are the discrete coordinates of the cell. E (e),

W (w), N (n), S (s), T (t) and B (b) mean east, west, north, south, top and bottom respectively.
For air zone 1 with temperature 6, and air volume V, in Fig. 5, we have

aV,pCPB,
at

= q1 +
keky jmny isiy
z Z ZCP(AXAY),"}'k[(DI,i./.k +PMAX[‘W.,,'.»O])62 —(Dl.l.j,k +PMAX[W.',,~,1-0])9|]

k=k, jml sl
kmk, juny i

£y 2 ZCP(AyAz)‘.‘}."[(D,“‘“ +pMAX[~u,<JI,‘,0])6] ~(De e +pMAX[ui|j.,,0])9,]

5 z ch AyAz”k[( c‘/k+pMAX[ ,;.0:0))8 - (D c,_“+pMAX[ui_j.,‘,0])8|]

kmk, jal iwi,
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where ¢, is the total heat sources for zone 1. It is the summation of the heat sources that are located
inside zone 1 such as computers, printers, room occupants, etc. and the heat coming from boundary
walls. The above equation can be further written as:

V,pC,0,
'T+ap.1e1 =dr 30, +ag 1305 + 35,140, +q, (12)
where

kmk, jmny imi

arn=)y. 3. ZCP(AxAy)I.‘j.‘(DlI,-' it +PMAX[-w; ,.',.0]) (13)
kek, jal iml
h-k: jany imi

agn=, i‘v ZCP(AyAz)‘.J_‘(De_.-J.,‘+pMAX[—u,.. 0] (14)
k=l jml iwi,
keky jmny i

ag 4 = Z 2 Cp(AyAz)‘.‘ j_k(De.i.j.l +pMAX[—“i-J‘.l’O]) (13)
kmk, jul imi,

ap| =dar,3 +Aag;3 +ag 14 (16)

Here the obtain of the forinula of ap,; supposes that the air mass of zone 1 is balanced.
Similarly, for the air zones 2, 3, 4, 5 and 6, we have:

2l-zpa(tzﬁﬂv.zez =020 +a5 20,4+ 25085 + ¢, 17
i".ﬁ%ﬁfv_%wp_,% = Gy 418 +Gp.340% + 05,5506 +15 (18)
-ax‘%ﬂzme‘s =ay 18) +aw 430+ 4383 +ar 4505 +ag 4606 + 44 (19)
ina_(t:.."_e_s+ap‘565 = ay 5,0, +ag 5404 +ag 5406 + 5 (20

; av;"affimme(, =ay 5303 +aw 6404 +ay 6505 + 46 (21)

The coefficients in equations (17) through (21) can be obtained in the same way as in equation (12).
Now we see that, by taking advantage of the CFD calculations, a simple dynamic model for
predicting indoor temperature distributions is derived.

3. State space model for control system designs

Whenever a control system is designed, a model of the form of cither transfer function or state space is
often needed. While transfer functions are suitable for SISO (Single Input Single Output) system
designs with classical control theory, state space models are usually used for MIMO (Multi Input
Multi Output) systems in modern control theory. With more than indoor temperature to be predicted,

the indoor thermal environment is obviously an MIMO plant that has to be represented a state space

model.
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To be consistent with the modem control thcory, we now change the definition of x from
coordinate to state in a space, and denote:

X1=61,12=92.x3=93»x4=94|15=95.x6=961 (22)

. 00, . o8, . 0, . 98, . 0398, . 0O

A= b= gh =k k=t k=, =T o
T

x=[X],I2,X3,X4,IS,X6] (24)

where T represcnts transpose. Equations (12) and (17) through (21) can be wrilten as a state space
model:

x = Ax+Bu 25)
where
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- 0 0
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0O -— 0 T
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1 1 1 1 1 1 i
B=|—  —, —, —, —, —|, "=[Ql-Q2'QJ'Q4-QS'Q6]
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4. Conclusions and discussions

To control the indoor thermal environment within the comfortable range, a dynamic model that
should both reflect the air temperature distributions and be simple enough is needed for control system
designs. Combining the CFD theory, this paper discusses a state space model with the air-zone
method.

Given the boundary conditions and heat sources, the steady state indoor air flow field is first
calculated. Then the room is divided into several 'air zones according to the air flow pattern. By
supposing each air zone is well rpixed and is represented by one temperature, the energy balance
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equation is easily obtained for each air zone. The mass and energy exchanges between one air zone
and another is given by the precalculated flow ficld.

It is obvious that this method relies upon the CFD calculation. A number of flow fields should be
prepared to deal with the significant changes of the flow field. Fortunately, the number of flow
patterns is limited for most real building rooms. These flow fields can be precalculated with CFD
codes and saved as a databasc.

The state space model derived in this paper can be easily used for control system designs.
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