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Abstract 

Convective heat transfer from internal room surfaces has major effect on the thermal comfort, air movement and heating and cooling loads 

for the room. Recent studies have shown that the values of convective heat transfer coefficient used in building thermal models greatly 

influence the prediction of the them1al environment and energy consumption in buildings. In computational fluid dynamics ( CFD) codes for 

room air movement prediction. accurate boundary conditions are also necessary for a reliable prediction of the air flow. However, most CFD 

codes use 'wall functions' derived from darn, relating 10 the flow in pipe and fiat plates which may not be applicable to room surfaces. This 

paper presents results for natural convection heat transfer coefficients of a heated wall, a heated floor and a heated ceiling which have been 

calculated using CFO. Two turbulence models have been u ·ed co calculate these coefficients: a standard k- e model using 'wall functions' 

and a low Reynolds number k- e model. The computed results are compared with data obtained from two test chambers. © I 998 Elsevier 

Science S.A. All rights reserved. 
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1. Introduction 

The representation of the thermal boundary conditions of 
a room surface has a major influence on the accuracy of 
predicting the thermal comfort and heating and cooling loads 
for the room specially where large glazed surfaces are present. 
Recent studies have partly attributed the large discrepancies 
which exist between widely used building thermal models to 
the difference between the heat transfer coefficients used in 
these models, e.g., Ref. [ 1 ] . A recent paper [ 2] has also 
shown the existence, in the literature, of a large variation in 
the values of convective heat transfer coefficients (h) for 
room surfaces. 

Computational fluid dynamics ( CFD) is being extensively 
used in room air movement research and for the performance 
assessment of air distribution systems in buildings. The 
boundary conditions which are used for representing the heat 
and momentum transport from internal room surfaces have a 
profound influence on the accuracy of predicting the heat 
transfer from these surfaces and the air movement within the 
room. In some situations, the flow is dominated by natural 
convection but in others, particularly when mechanical ven-
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tilation is present, a mixed flow (i.e., natural/ forced convec­
tion) could be present 

Most research and commercial CFD codes use 'logarithmic 
wall functions' to describe the momentum and heat transfer 
from the internal surfaces of a room. The majority of these 
wall functions have been empirically derived for forced con­
vection in pipes and fiat plates [ 3]. However, the flow over 
most internal room surfaces is either produced by natural 
convection or by an air jet. For a plane wall jet the wall 
function for momentum deviates from that for a boundary 
layer flow when y+ > 130, i.e., in the outer region of the jet 
[ 4]. Niu and van der Kooi [ 5] have shown that when using 
wall functions with a standard k- c: turbulence model in a 
CFD code, the heat transfer from a window is greatly influ­
enced by the position of the first grid point from the surface, 
i.e., the value of Yv +. This is also confirmed in this paper as 
will be shown later. 

Henkes and Hoogendroon [ 6] tested various turbulence 
models for the calculation of natural convection heat transfer 
from a vertical heated plate. The models they examined can 
be grouped as: (i) a standardk-smodel; (ii) lowReynolds 
number k - c: models; and (iii) an algebraic stress model. 
They found that the Cebeci-Smith algebraic model calculates 
a low heat transfer coefficient whereas the standard k - s 
model gives a high value compared with experimental data. 
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They, therefore, concluded that the accurate prediction of 
surface heat transfer requires the use of a low Reynolds num­
ber k - B model. In particular they found that the models of 
Lam and Bremhorst, Chien and Jones and Launder performed 
best up to a Grashof number of 1011• 

The heat transfer from horizontal heated surfaces, such as 
the floor and ceiling, has not been studied to the same extent 
as a vertical surface and data for such surfaces is rather scant. 
The heat transfer from these surfaces is quite different from 
a vertical surface. These surfaces are of practical interest 
when, for example, a floor heating system is used or when 
thermal stratification caused by a heated ceiling is studied. 

In this paper, two methods have been used to calculate the 
value of h from the heated surfaces of a two-dimensional 
cavity under natural convection. A standard k- B turbulence 
model with 'wall function' expressions and the low Reynolds 
number k- B model of Lam and Bremhorst [7] have been 
used. In both cases the VORTEX (ventilation of rooms with 
turbulence and energy exchange) program [ 8] has been used 
in the calculation. The calculated results are compared with 
experimental data obtained from measurements in two test 
chambers for a Grashof number range of 9 X 108-1 X IO 11

• 

2. Theoretical analysis and governing equations 

2.1. Momentum transport near the wall region 

The transport equation for a two-dimensional turbulent 
boundary layer with zero pressure gradient is: 

au au I OT 
11-+i·-=--

ax Cly pay 

where the total shear stress, T, is given by: 

au - -
T=T1 +T,=µ. 

ay 
=pu'u' 

( I) 

(2) 

The first term on the right hand side of Eq. ( 2) represents the 
fluid (laminar) shear stress, T1, and the second term repre­
sents the Reynolds (turbulent) shear stress, T,. 

Fig. I represents the variation in the ratio T,/ T with y + and 
it can be seen that as the wall is approached T1 decreases. In 
the figure, uT= VTwfp is the friction velocity, where Tw is the 
shear stress at the wall, i.e., at y = 0. The figure shows that at 
y+ = 11.6, T1 = T1 and for y+ = 30, T1=0.9Tw· 

The variation of u+ with y+ for a boundary layer and a 
plane wall jet is shown in Fig. 2. Four regions may be iden­
tified according to the value of y+. The viscous sublayer 
region is given by y+ < 8; which is then followed by the 
transition region (buffer zone) which is represented by 
8 < y + < 40; the turbulent inner region (log-law zone) which 
is represented by 40 < y + < 130; and the outer region which 
is given by y+ > 130. It should be noted that the flow in a 
plane jet is similar to a boundary layer flow up to y+=::: 130 
but is different for greater values. This would suggest differ-
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Fig. 1. Dimensionless Reynolds shear stress distribution in a wall boundary 

layer [9]. 
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Fig. 2. Non-dimensional velocity profile in a turbulent boundary layer and 
a plane wall jel [ 10]. 

ences in heat convection between a surface which is covered 
by a wall jet from that which is covered by a boundary layer. 

2.2. Turbulence model 

The transport equations for the kinetic energy (k) and the 
dissipation rate ( B) of turbulence energy for 2D flow are 
given by [7]: 

ak ak a [( vt ) ak 

J 

u-+u-=- v+- - +Pk-B+D 
ax ay iJy O" k ay 

(3) 

u 
ae +u oB 

= 
�[(v+ !:'.!_)OB) 

ax ay ay O",, ay 
(4) 

where 

Pk=v{!::r (5) 

v, =Cµfµk2IB (6) 

I 
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D and E are additional terms which are sometimes included 
to improve the representation of the near-wall behaviour in 
the case of low Reynolds number models; the f's are functions 
for modifying the Ce constants in the case of low Reynolds 
number models. 

Thef-functions used in the Lam and Bremhorst model are 
given by: 

fµ=(l-e-AµRk)2[ l+ ;:J 
J;=I+ [ A

f
:1 J 

2 
fz=l-e-R' 

where 

R1=k2/(ve) 

Rk=./kylv 

(7) 

(8) 

(9) 

( 10) 

( 11) 

Table l gives values of the constants used in the standard 
and low Reynolds number turbulence models [7]. 

2.3. Heat transfer near the wall region 

As the velocity field close to the wall depends on the rate 
of transport of momentum to the surface ( r w), the tempera­
ture field depends on the rate of heat transfer from the surface 
to the fluid (qw). Representing the 'friction temperature' by: 

T = __!l.:t:_ T pCPu .. 

(12) 

a dimensionless temperature, T+, can be defined as follows: 

( 13) 

where T w is the surface temperature. 

2.4. Wall boundary conditions 

Boundary values for all the dependent variables to be 
solved must be specified and used in the solution of the field 
equations. The standard k- e model is only valid in regions 
of the flow where the Reynolds number is high. However, 
the Reynolds number is always low at the wall for non-slip 
conditions. 

At the wall, non-slip conditions are specified for the veloc­
ity, and the kinetic energy of turbulence and its dissipation 
rate are as follows: 

i.e., e reaches a constant value at the wall. Hence, the kinetic 
energy dissipation at the first computational point from a 
surface, eP, will be dependent upon the location of the point 
within the boundary layer. If it is located outside the viscous 

Table 1 

Constants fork- e turbulence models 

D E 

0 0 0.09 1.44 1.92 1.0 1.3 0.0165 20.5 0.05 

sublayer, such as when a standard k- e model is used, then 
the value of eP is expressed by: 

ep=Ci·75k p/(Kyp) ( 14) 

The value of k at that point (kp) is obtained by solving the 
conservation equation fork assuming that kw= 0. 

If the first computational point is located within the viscous 
sublayer zone, such as when a low Reynolds number model 
is used, then eP should have a value > 0. Chen [ 11] found 
that the expression below for ev achieves a converged 
solution: 

(15) 

Eqs. (14) and (15) have been used for calculations in this 
paper. 

It can be deduced, therefore, that the distance from the wall 
at which the boundary values are specified will depend on the 
type of turbulence model used in the calculations. In general, 
the first point from the wall should be located within the 
turbulent zone (logarithmic region) when a standard k- e 
model with wall functions is used, and in the viscous sublayer 
zone when a low Reynolds number model is used. The anal­
ysis pertaining to these two regions is presented below. 

2.4.1. Turbulent inner region (standard k- e model) 
In this region, r1 is small compared with 7'1 and may be 

neglected. This is true for y + > 30, as shown in Fig. 1. 
Ignoring the laminar shear stress, Eq. (2) reduces to: 

r/p=-u'v' =u; (16) 

Using Eq. ( 15) and the mixing length expression: 

(17) 

the logarithmic expression below is obtained, e.g., see Ref. 
[ 12]: 

(18) 

where K is the Karman constant and C is a constant which 
ranges in value between 4.9 to 5.6. 

The heat transfer in the turbulent boundary layer is mainly 
by convection and the heat diffusion may be ignored. Using 
the Reynolds analogy between heat and momentum transfer, 
a similar expression can be obtained for the dimensionless 
temperature, T+, viz: 

(19) 

where Kh is the Karman constant for heat transfer = 0.44 and 
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Ch is a function of the laminar and turbulent Prandtl numbers, 
CT and CT,. Usually, ch is expressed as a function of CT and CT,, 
viz: 

C11=f(CT/CT1) 

A widely used expression for Ch is that due to Jayatilaka 
[ 12], i.e., 

f(CT!CT,)= 9.24{ (CT/CT,)314 -1} 

X{ 1 +0.28exp (-0.007 CT/CT,)} (20) 

Eqs. ( 18) and ( 19) are usually called the 'logarithmic 
wall functions' for the turbulent transport of momentum and 
heat, respectively. These expressions are only applicable for 
30 < y + < 130 in the case of a wall jet or natural convection 
at the surface, see Fig. 2 for the range of Eq. ( 18) and Nizou 
[ 13] for the range of Eq. (19). Therefore, care must be 
exercised when using these functions for predicting room air 
movement. 

Using Eq. ( 12) the expression for the wall heat flux can 
be written as: 

qw=pC p(Tw-T)C�14k 112/{CTi[l!Kln(Ey+ )+Ch]} (21) 

where CT1=0.9 and £=9.793. 
From Eqs. ( 12) and ( 13), the heat flux can be expressed 

as: 

(22) 

where Tr is the fluid temperature at the first grid point from 
the wall. 

The expression for the surface heat transfer coefficient, h, 
is given by: 

(23) 

where Tw is the temperature of the surface and T,er is a ref­
erence temperature such as the bulk fluid temperature or the 
temperature at the edge of the thermal boundary layer. 

An expression for h can be obtained by combining Eqs. 
(22) and (23), viz.: 

h= 
puT.:e( Tw-Tp ) 

T Tw-Tref 
(24) 

2.4.2. Viscous sublayer region (low Reynolds number k- e 
model) 

In the viscous sublayer region, where 7'1 >> 7'1, the heat trans­
fer is predominately by conduction and the wall heat flux is 
given by: 

qw=-k �� =-�T�Tw) (25) 

Substituting Eq. (21) in Eq. ( 12) and re-arranging gives: 

(26) 

''1 

Because the heat convected to the fluid is equal to that 
conducted from the surface, Eqs. ( 23) and ( 25) can be com­
bined to give an expression for has follows: 

h= !::._[ Tw-Tp J (27) 
Yp Tw-Tref 

where k is the thermal conductivity of the fluid. 
For Eq. (25) to be applicable, the transport equations must 

be solved up to the wall region, including the sublayer region. 
This requires a low Reynolds number turbulence model. In 
this paper, a 2D version of VORTEX [ 8] incorporating the 
low Reynolds number k- e model of Lam and Bremhost [7] 
is used. The choice of this model has been based on the work 
of Henkes and Hoogendroon [ 6]. Comparing the results from 
nine models, they found that this model produced accurate 
predictions of the heat transfer from a vertical plate up to a 
Grashof number of 1011 which is the maximum range used 
in this paper. 

3. Experimental setup 

The experimental results used here for comparison with 
the numerical predictions have been obtained from an exten­
sive research programme using an environmental chamber 
and a test box. The chamber has external dimensions 4.00 
m X 3.00 m X 2.5 m with two inner compartments: an envi­
ronmental control compartment and a main chamber of 
dimensions 2.78 m X 2.78 m X 2.3 m (ceiling height), see 
Fig. 3. The environmental compartment is equipped with a 
cooling coil and a fan which is capable of cooling the com­
partment to - 5°C and also heating it to 35°C if required. In 
this work the environmental compartment was the heat sink. 
In addition to this chamber a small box with internal dimen­
sions 1.0'7 m X 1.01 m X 1.05 m high was required for other 
experiments to investigate the scale effect on the heat transfer 
coefficients. This box was constructed with an internal layer 
of 12 mm plywood covered by a 50 mm expanded polystyrene 
slab and then sealed with a polythene sheet. 

Heating plates were attached to the inner surface of the 
chamber or the small box which was to be heated. These were 
constructed from a 2 mm sheet of polished aluminium, a 
Flex el sheet heating element (about I mm thick) and a 6 mm 
thick sheet of plywood. Holes of 6 mm were drilled into the 
aluminium for housing four-wire platinum resistance tem­
perature (PRT) sensors (accuracy= ±0.15 K). Further 
details of the chamber, the heating plates and the measuring 
techniques can be found in Ref. [ 2]. 

To deduce the heat flux entering the chamber, Qw, the 
conduction loss from the heated surface to the outside was 
first calculated using: 

kA Qw=P- L(T;-T0) 

where 

I' 

(28) 

(29) 
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Fig. 4. Measured convective heat transfer coefficients for chamber surfaces. 

The radiative heat flux is calculated using: 

Ae[uT4 -q.] Q= I I 
r 1-e 

(30) 

The convective heat transfer, Qc, is obtained from Eq. ( 29) 
and h is calculated using: 

h=--Q_c __ 
A(Tw-Tref) (31) 

A computer program ( 'CHTC') developed in FORTRAN 
incorporates the above equations to calculate the local and 
mean htc' s. The calculations for the radiosity, qj, were carried 
out by the same program by solving the radiation matrices 
and shape factors using the Gauss-Seidel method. For further 
details see Awbi and Gan [ 14]. 

Table 2 
Natural convective heat transfer coefficients for heated room surfaces 

Heated surface Mean convective coefficient 

Wall h = ( 1.823/ D" 111) (�T)o 29J 

Floor h = (2.175/ D"'°'")(�T)"'"" 
Ceiling h = (0.704/ D0·"") ( �T)(l.IJJ 

4. Results and discussion 

4.1. Experimental heat transfer coefficients 

The surface heat transfer coefficients for the wall, floor and 
ceiling which were calculated from measurements in the large 
chamber, under natural convection, are shown in Fig. 4. The 
expressions given in Table 2 represent these values and the 
values obtained from measurements in the small box. The 
value of h for all the surfaces may be expressed by the 
formula: 

h= _f_(6.T)" 
Dm 

(32) 

where C is a constant, D is the hydraulic diameter of the 
heated surface and m and n are indices. Using the single­
sample error analysis method it was found that the predicted 
error in the measurement of h is dependent on the surface 
temperature with a maximum value of ±0.4 W m-2 K for 
the wall, ± 0.6 W m -2 K for the floor and ± 0.1 W m  -2 K 
for the ceiling. These results are valid for at least the range 
of temperature difference used in the experiments which is 
5-35 K. The corresponding range of Grashof number is 
9 X  108-1 X1011• The results have been obtained from tests 
in the two boxes described earlier which had a geometric ratio 
of about 2.7:1. 

4.2. Heat transfer coefficients using wall functions 

Eq. (24) has been used to calculate the convective heat 
transfer coefficient for a two dimensional cavity of the same 
dimensions as the large test chamber, i.e., 2.78 m wide and 

Nusselt number 

Nu =0.289(Gr)0·293 
Nu =0.269(Gr)0·'0" 
Nu= l.78(Gr)0 133 

Range 

9 x 108 <Gr< 6 x 1010 
9X 108<Gr<7X 1010 
9X IO"<Gr< 1X1011 
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2.3 m high, using the CFD program VORTEX. The position 
of the first grid point was varied from 5 to 30 mm to detennine 
the influence of y+ on the value of h. The reference temper­
ature, T,er• in Eq. (24) was taken at the same locations as 
those used for detennining h in the experiments, i.e., at 100 
mm from the surface for the wall and floor. Beyond this 
distance, the air temperature for a heated wall or floor 
remained essentially constant. However, the location of T,er 
for a heated ceiling was not as well defined, as can be seen 
from the measured temperature profile in Fig. 5. In this case, 
beyond a distance of 100 mm from the ceiling the air tem­
perature does not remain constant but it continues to decrease, 
although at a much lower rate beyond about 1 m from the 
ceiling. As a result, T,ef for the ceiling was taken to be the air 
temperature at the centre of the chamber, i.e., at 1.15 m for 
the large chamber and 0.52 m for the small box. The same 
position for T,0r was also used in the CFD computations. 

Different mesh sizes were used to establish grid-independ­
ency of the results and an optimum grid of 38 X 24 in the x­
and y-direction, respectively was used for the calculations. 
The results which were obtained for the three room surfaces 
are shown in Fig. 6. This figure represents temperature dif­
ference 6.T for the wall, floor and ceiling of 24.4, 18.1 and 
33. 9 K, respectively. 

The figure shows that the calculated heat transfer coeffi­
cient for all the room surfaces decreases as the distance yP of 
the point at which TP is specified increases. Similar results 
were also found by Nui and van der Kooi [5] for a window. 
By comparing the computed results with measurements it can 
be seen that the optimum distance for calculating h is about 
5 mm from the surface for the wall and floor and about 30 
mm from the ceiling. 

The computed results show no variation of h with position 
on the wall and ceiling and only small variation for some of 
the floor results. The measured data, however, show some 
variation with position particularly for the wall and floor. The 
variation along the wall appear to coincide with transition 
from laminar to turbulent boundary layer at a height of about 
0. 7 m from the floor (Gr= 1.5 X 109). On the other hand, the 
variation of h on the floor was caused by the downdraught 
from the cold sink which is to the left of the floor, i.e., 0 m. 
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Fig. 5. Air temperature profile in the chamber for a heated ceiling. 

� ..... 
� � 
E � 

.t:: 

� ..... 
� � 

i 
.t:: 

6 ....---....-------...--..---------. 
5 ...--�--�-.... • �- -�--- --." �- -�--- �- ·...-- -- -�-�--�-

8 
7 
6 
5 
4 
3 
2 
1 
0 

0 

6 
5 
4 
3 
2 

0 

•· : . .. � • :!9 .. . .. �----
. . .. - .... . - - -. . .. . ... 

.. -·- - . - .. - . - . - . .. - - - !--- -- .. ! .. - -
. -.- •· f•"• -.- .- •,,-.-.-II � • • ii·.-� .-;,,,,;;; • • 

0.5 1.5 2 
Distance along wall (m) 

(a) Wall 
' . 

2.5 

·--�--------------------·:·- -·· ... : .--------······---··-� ---

.. : __ ._ ... • . .. . ... .. ....... 
�-�·" --�· : .. :: - :_ .. - - - .. -

, -:::F�::--�-; ·;-.-7�-.-• ..;-;·! ·;-;·-:-.. :� ·_:- --- - ---- --·· - .. . ...... ----- -- -- ...... . 

0.5 1.5 2 2.5 3 
Distance along floor (m) 

(b) Floor 

-:-:.�:.-:.:..:-:.;.-- • .;..... ------. f:..:.-:--. . . 
.. - .... - . - . - . ' . . . . - .. - .. - ..... ' 

· ---;- -.f- ·-·-· ---

Distance from surface 
• Measurement 

__ yp=5mm 
- • -Yp=10mm 
- __ - yp=20 mm 

yp=30mm
· 

0 0.5 1 1.5 2 2.5 3 
Distance along ceiling (m) 

(c) Ceiling 
Fig. 6. Effect of distance from surface on h calculated using a wall function. 

It is clear from these results that, in general, standard wall 
functions will not accurately predict the heat transfer from a 
room surface because the value of h is very sensitive to the 
distance from the surface at which the calculations are made. 
This may be due to the fact that most available wall functions 
are empirical expressions that have been based on data from 
forced convection in pipes and over isolated flat plates. 

Schild [ 15] has carried an extensive study on the numer­
ical prediction of heat transfer from room surfaces. He con­
cluded that the standard wall functions are inadequate for 
modelling natural convection in rooms because the results 
are not independent of the near-wall grid resolution. He used 
the data given in Table 2 in both a zonal air flow model and 
a CFD model, each coupled with a building thermal model. 
He concludes that this alternative approach overcomes the 
uncertainty in applying standard wall functions in natural 
convection calculations. 

4.3. Heat transfer coefficients using a low Reynolds number 
k-emodel 

The version of VORTEX with the low Reynolds number 
k- e model of Lam and Bremhost [7] was used to calculate 

t 
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the local heat transfer coefficient for a two-dimensional cav­

ity. Eq. (27) was used with Tref taken at the same position 
from the surface as in the case of the wall function calcula­

tions. The position of the first grid point, yP, hence y+ was 

varied to investigate its effect on the calculated value of h. 
The range of y+, corresponding to the values of Yr used, 

which was calculated at the centre of each heated surface was 

typically: 

wall: 

floor: 

ceiling: 

y+ 
= l.5-4.5 

y+ = 0.7-3. l 
y+ 

= 0.02--0.2 

The grid size used in the computation was 125 X 125 and 

the distance of the first point from a surface was about 0. 1 

mm. Calculations were also made using grids ranging from 

69 X 69 to 199 X l 99 but there was little improvement in the 

predictions when a grid finer than 125 X 125 was used. 

The results for the three room surfaces are shown in Fig. 

7. These results show that the calculated value of h also 

increases slightly as yP increases up to about yP = 1.0 mm. For 

yP > l .O mm, the increase in h is much larger. This would 

suggest that when Yp > 1. 0 mm, the first grid point may, in 

some cases, be outside the laminar sublayer. However, the 

variation in h with Yp is, in this case, much smaller than that 

with the wall functions. Furthermore, the variation of h with 

position over the surface is predicted better here than in the 

previous case. The optimum distance, Yp• for calculating h in 

this case is about 0.5 mm from the surface. 
· 

It is clear from these results that if accurate calculations of 

the heat transfer from internal room surfaces are required for 

a CFD simulation then a low Reynolds number turbulence 

model will be needed. However, such models require a very 

large number of grid points to obtain an accurate solution 

which makes them less attractive for solving 30 problems. 

A more practical approach will be to use Eq. (32) to deter­

mine the natural convection from room surfaces. Eq. (32) 

can be incorporated in a CFD program or a zonal air flow 

model very readily as has been demonstrated by Schild [ 15]. 

Although this expression is based on tests carried out in two 

chambers, one representing a small room and the other a small 

box, the hydraulic diameter of the surface is included in the 

expression. Consequently this expression should apply to 

rooms of other sizes under natural convection providing that 

the Grashoff number is within the range of this study. 

5. Conclusions 

The results presented in this paper show that standard 'log­
arithmic wall functions', which are used in many CFD pro­

grams, do not produce an accurate representation of the heat 

transfer from internal room surfaces for natural convection 

heat transfer from these surfaces. The wall functions do not 
predict the variation of h over a heated surface of a room. 

Furthermore, the convective heat transfer coefficient pre-
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Fig. 7. Effect of distance from surface on h calculated using a low Reynolds 

number k- e model. 

dieted using a wall function is extremely sensitive to the 

distance of the point from the surface (yp) at which the wall 

function is applied, i.e., the value of y+ at that point. 

Although, in the present study, an optimum position of about 

5 mm for a heated wall or a heated floor and about 30 mm 
for a heated ceiling were found, these values may not be 

universally valid and the optimum distance could well depend 

on the situation at hand as well as the type of wall function 

being used in the calculation. 

As has previously been discovered by other investigators, 

a more accurate prediction of the heat transfer from room 

surfaces can be obtained using a low Reynolds number tur­

bulence model. However, this type of model can be very 

expensive in computing terms for 30 problems and it is still 

mainly used for research purposes. A more plausible alter­

native will be to use, in a CFD or a zonal air ftow code, 

experimentally determined expressions for h for room sur­

faces. This has been successfully demonstrated in a recent 
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study by Schild [ 15]. Such expressions are given in this paper 
as Eq. ( 32) which should be applicable to heated walls, floors 
and ceilings within the range of Grashof number that have 
been derived for. Unlike wall functions, Eq. (32) has been 
obtained for natural convection in enclosures. 

6. Nomenclature 

A 
Ac1,A1,A,... 
C, Ch 
cp 
Cw C.,1> C.,2 
D 

E 

k 

L 
p 
Q 
qj 
qw 
R,,Rk 
T 
r+ 

TT 
u, u, w 
u+ 

UT 
x,y,z 
y+ 

Area of heated surface ( m2) 
Turbulence model constants 
Constants 
Specific heat (J kg-1 K-1) 
Turbulence model constants 
Hydraulic diameter (m), turbulence model 
constant 
Logarithmic constant, turbulence model 
constant 
Function 
Turbulence model functions 
Convective heat transfer coefficient 
(W m-2 K) 
Kinetic energy of turbulence ( m2 s -2) or 
thermal conductivity ( W m - 1 K - 1) 
Thickness ( m) 
Power input ( W) 
Heat flux (W) 
Radiosity (W m-2) 
Wall heat flux (W m -2) 
Turbulence Reynolds numbers 
Temperature (°C) 
Dimensionless temperature, 
pCpu,( Tw -Tp) I qw 
Friction temperature, qj (pCPuT) 
Velocity components ( m s - 1) 
Non-dimensional velocity, uluT 
Friction velocity, uT= -./( rwl p) 
Cartesian coordinates 
Local Reynolds number, y+ = uTy/ v 

Greek symbols 
e Emissivity 
K Karman's momentum constant (K=0.4187) 

JJ 

p 
(J 

T 

Karman's heat transfer constant 
Absolute viscosity (Pa s) 
Kinematic viscosity (m s-2) 
Fluid density (kg m-3) 
Laminar Prandtl/Schmidt number, or Stefan­
Boltzmann constant ( u= 5.67 X 10-s W m-2 
K-4) 
Prandtl number for turbulence 
energy,turbulent flow, and turbulence energy 
dissipation 
Shear stress (Pa) 

' 1 I 

Subscripts 
a Air 
c Convective 

Inside surface 
Laminar 

o Outside surface 
p Reference point or first iteration point from 

surface 
r Radiant 
ref Reference value 
t Turbulent 
w Wall 
r Friction 

Superscripts 
Time mean value 
Fluctuating value 

+ Denotes dimensionless variable 
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