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PREFACE

International Energy Agency

In order to strengthen cooperation in the vital area of energy policy, an Agreement on an International Energy Programme was formulated among a number of industrialised countries in November 1974. The International Energy Agency (IEA) was established as an autonomous body within the Organisation for Economic Cooperation and Development (OECD) to administer that agreement. Twenty-one countries are currently members of the IEA, with the Commission of the European Communities participating under a special arrangement.

As one element of the International Energy Programme, the Participants undertake cooperative activities in energy research, development, and demonstration. A number of new and improved energy technologies which have the potential of making significant contributions to our energy needs were identified for collaborative efforts. The IEA Committee on Energy Research and Development (CRD), assisted by a small Secretariat staff, coordinates the energy research, development, and demonstration programme.

Energy Conservation in Buildings and Community Systems

As one element of the Energy Programme, the IEA encourages research and development in a number of areas related to energy. In one of these areas, energy conservation in buildings, the IEA is encouraging various exercises to predict more accurately the energy use of buildings, including comparison of existing computer programmes, building monitoring, comparison of calculation methods, as well as air quality and inhabitant behaviour studies.

The Executive Committee

Overall control of the R&D programme "Energy Conservation in Buildings and Community Systems" is maintained by an Executive Committee, which not only monitors existing projects but identifies new areas where collaborative effort may be beneficial. The Executive Committee ensures all projects fit into a predetermined strategy without unnecessary overlap or duplication but with effective liaison and communication.

Annex V Air Infiltration and Ventilation Centre

The IEA Executive Committee (Building and Community Systems) has highlighted areas where the level of knowledge is unsatisfactory and there was unanimous agreement that infiltration was the area about which least was known. An infiltration group was formed drawing experts from most progressive countries, their long term aim to encourage joint international research and increase the world pool of knowledge on infiltration and ventilation. Much valuable but sporadic and uncoordinated research was already taking place and after some initial groundwork the experts group recommended to their executive the formation of an Air Infiltration and Ventilation Centre. This recommendation was accepted and proposals for its establishment were invited internationally.
The aims of the Centre are the standardisation of techniques, the validation of models, the catalogue and transfer of information, and the encouragement of research. It is intended to be a review body for current world research, to ensure full dissemination of this research and, based on a knowledge of work already done, to give direction and firm basis for future research in the Participating Countries.

The Participants in this task are Belgium, Canada, Denmark, Federal Republic of Germany, Finland, Netherlands, New Zealand, Norway, Sweden, Switzerland, United Kingdom and the United States of America.
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Paper 1 - Keynote Speech

Air Infiltration and Ventilation

M. COLLA
Belgian Secretary of State for Science Policy
Welenschsbeleid
Regentlaan 40
1000 Brussels
Belgium
It is with pleasure that I have accepted the offer to close today the first working session of the 9th Conference of the Air Infiltration and Ventilation Centre of the International Energy Agency. As Secretary of State, responsible for Science Policy, it is also an honour to have the opportunity to do so, let's admit it in front of a highly scientific audience. It is indeed important that Policy makers and Scientists meet each other regularly.

I don't have to convince you, I suppose, of the importance of Air Infiltration and Ventilation in the energy balance of dwellings in particular and therefore in the overall energy budget of our countries. The creation of your Centre, the growing interest for your work and the discussions during Conference prove this sufficiently.

It is however a good opportunity to stress the role your Centre has played in our own national efforts on this subject. As you probably know, the National R.D. Programme on Energy, created and directed by my Department since 1975, has recognised at the start of its third phase (1982-1987) the important scientific effort that was necessary to cover the gap existing at that time in our knowledge on the subject. In the programme an important budget was therefore allocated to ventilation research, at the Belgian Building Research Institute.

More important however, to cover the gap, was the step to join the Air Infiltration and Ventilation Centre in 1983. It permitted almost immediately to start our own research in the best conditions, taking advantage especially of the experience of the Centre in measurement — and evaluation methodologies and in calculation tools. Once again this was a good example, for a small country like Belgium, of the importance of international research collaboration in which I strongly believe. Therefore I think we have to continue to support this kind of research, be it in the framework of the EC and/or the International Energy Agency : scientist must travel, not only for pleasure but to exchange ideas and methodologies, confrontate theories and share results to the benefit of the entire community.

This ventilation area also shows the necessity of multidisciplinarity; too often scientists isolate themselves and their results in the mist of their own vocabulary.

Ventilation is an area related to many others, which may not be neglected by the technicians. Belgium was therefore very happy to have taken, a few years ago, the leadership of an I.E.A. task in that field ("Human behaviour and ventilation"). Although difficult in starting and working out, this research came recently to an end but has shown very interesting results. It was maybe one of our most valuable contributions to the area which interests you.

In the recent past, the decreasing of oil prices has been for Belgium, like other countries, an easy alibi to cut down the research efforts in the energy conservation field. I regret that only a few activities have been saved from this new storm. I am happy today that the ventilation related research was one of them, that our contribution to I.E.A. has been preserved and that even some new actions were undertaken as proves our recent commitment to a new I.E.A. task on "Air flow patterns in buildings". However, I believe that this minimum effort must be extended again, to preserve our evaluation and research capacities in the field, to offer a minimum continuity, which is indispensable in all research work and especially in research that underlines policymaking. I therefore have the intention to convince my colleagues to restart a new national effort in energy-research. We will of course take advantage of the results of the National R.D. Programme on Energy and take profit of the experience that has been built up. It finally means that a new effort must be imbedded in existing and new demands, as for example the environment requirements. Energy and energy research is not something that stands on its own; it must be part of our global reflection on building construction, on industrial productivity, and on new social developments. It means that this research must be, more than in the past, directed to policymaking work: we cannot prepare a decision on the construction of a new electricity plant or on the volume of a gas agreement if we don't know how much the building and industry sectors will consume in the next decades and therefore we need your technological input : what kind of solutions will you offer us for, let us say, the ventilation of the building of the year 2000, or for the rehabilitation of the existing building stock. And important : what will your solution cost, what will it save, how will it be accepted by the public and the building sector,... So many interesting questions where science and political decision have to meet. In that way, I will continue to assimilate your work because I believe it is vital, because I believe that Rational Use of Energy is a fundamental element for our energy policy.

Since the oil prices decreased recently, private energy consumption for building heating has risen again significantly: people have rediscovered, I'm afraid an energy consuming behaviour: too little was invested in structural modifications, in the improvement of the heating systems, in the definition and setting-up of better ventilation strategies : it shows the weakness of our effort but also the urgent necessity to prepare the future in a more efficient way. Therefore, we must preserve and enlarge our scientific potential and our evaluation capacity of the past and the future. Therefore also, we must multiply our effort of dissemination of objective and accurate information. Your Air Infiltration and Ventilation Centre is a good example of how it can be done : sampling and analysing the available research efforts, publishing reports, discussing the research in highly scientific congresses like this one : the response to all these steps shows the usefulness of the process and the efficiency of the way you do it. Let my short speech therefore be a message of support to the work of this Conference and to the efforts you all undertake.

I thank you for your attention.

Mr. Marcel Colla
Secretary of State for Science Policy, Belgium
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Paper 2

Natural Airflows between Roof, Subfloor, and Living Spaces

M.R. Bassett

Building Research Association of New Zealand
Private Bag Porirua
New Zealand
1 Synopsis

This paper is concerned with natural air flows between major construction cavities in New Zealand houses. A two tracer technique was developed to measure infiltration rates in the subfloor (crawl space), the living space and roof space, together with air flow rates connecting these zones. Five experimental houses were chosen to represent expected extremes in air flow resistance between subfloor and roof space. Two were clad in brick veneer over timber frame walls, allowing possible air leakage paths through the wall cavities, and the other three were clad in weatherboards with little likelihood of air leakage paths through the wall cavities. Subfloor to roof space air flows of around 30% of the roof space ventilation rate were measured in the brick clad houses while in the weather board examples it was only 7%. Air flows connecting subfloor and roof space with living space were generally in the range 1-30 m$^3$/h with a general tendency for upward flows to exceed downward flows. Interzone flows involving the living space were not obviously dependent on the type of building or on wind speed and zone temperature differences.

2 Airborne Moisture

Little attention has been given to natural air flows between construction cavities under the floor, within walls, between ceiling and roof (attic), and the living space of houses in New Zealand. There is an incentive to know more about these air flows because they can carry moisture from wet areas into parts of the structure where prolonged high moisture contents can eventually lead to decay in framing timber.

Some attention has been given to air flows between construction cavities in other countries. In the UK, Edwards and Irwin$^1$ measured air flows between living and roof spaces while investigating the effectiveness of ridge ventilators. In the Netherlands, Oldengarm$^2$ investigated ventilation in crawl spaces and the possibility of air leaks into wall cavities. More recently, the problem of airborne radon carried into houses from the subfloor has been widely reported and has kindled an interest in air flows from cavities in contact with the ground.
An unusually high incidence of roof space condensation problems has occurred in masonry veneer houses in the south of New Zealand. This has been linked to air flows carrying subfloor moisture through inadequately sealed wall cavities into the roof space. Covering the ground with a vapour barrier was found by Trethowen and Middlemass\textsuperscript{3} to more reliably cure the problem than sealing the wall cavities; thus indicating that other flow paths may be present.

Evaporation rates from the ground in the subfloor (crawl space) have been measured under New Zealand houses by Abbott\textsuperscript{4} and found to be little different from that of a free water surface. Even when the subfloor soil is apparently dry, evaporation rates in the range 150 to 250 g/m\textsuperscript{2}day were normal. This translates to about 20 kg/day of moisture which would have to be removed by subfloor ventilation from under a 100 m\textsuperscript{2} house. Trethowen\textsuperscript{5} has already indicated that at least 10 air changes/h of subfloor ventilation would be necessary to reduce the condensation hazard of air leaks into the roof space in masonry veneer houses without ground cover.

3 Experimental Houses

Five experimental houses were chosen to represent expected extremes in air flow resistance connecting subfloor and roof spaces. They were all fully furnished but unoccupied houses, rented while their owners were on holiday. Two were brick veneer houses with wall cavities potentially open at roof and floor level. The other three were weatherboard houses, with little likelihood of air leakage paths up the stud cavities.

Typical construction details for masonry veneer and weatherboard houses are illustrated in Figure 1. In New Zealand, the subfloor is the only zone which must have fixed vents to satisfy building codes. Here, the code of practice for light timber frame buildings\textsuperscript{6} calls for a ventilation area of 0.0035m\textsuperscript{2}/m\textsuperscript{2} of floor area to be placed in the subfloor perimeter wall. There are no mandatory airtightness levels for living spaces, and roof spaces need not have the special ridge or soffit ventilators required in some countries. Two potential air leakage paths from subfloor to roof space are illustrated in Figure 1. One is a leakage path between masonry veneer and studs, which may be difficult to seal, even though the building code\textsuperscript{6} requires it to be blocked. Another likely flow path passes through plumbing perforations in the floor and ceiling in the hot water cylinder cupboard.
Airtightness characteristics of roof, living and subfloor zones were measured by fan depressurization with equipment described by Bassett. A length of 400mm diameter flexible duct was used to connect the fan housing to access hatches to the subfloor and roof space. Table 1 gives basic construction and airtightness information for the houses labelled A to E. Airtightness characteristics are given in Table 1 as leakage areas at 4Pa calculated from fitted exponents and coefficients defined as follows:

\[ Q = C \cdot e f \Delta P^{E x p} \]

and

\[ L = C \cdot e f \sqrt{\frac{\rho}{2}} \Delta P^{E x p - 0.5} \]

where

- \( Q \) is the fan induced air flow rate \( m^3/s \)
- \( C \cdot e f \) is the flow coefficient
- \( \Delta P \) is the indoor-outdoor pressure difference in \( Pa \)
- \( E x p \) is a flow exponent
- \( L \) is the leakage area at pressure difference \( \Delta P = 4Pa \) in \( m^2 \)
- \( \rho \) is the density of air at reference temperature and pressure \( kg/m^3 \)
The air tightness of the five experimental houses is shown in Figure 2 compared with about 90 houses chosen at random from houses recently constructed in New Zealand. The airtightness of the experimental houses was between 6.5 to 16.1 air changes/h at 50Pa.

![Figure 2: Histogram of the airtightness of houses built between 1962 and 1982](image)

An attempt was made to measure interzone air flow resistances with an extension to the airtightness method. This can best be described as an attempt to perturb the air leakage characteristics of a zone by altering the leakage characteristics of an adjacent zone. If, for example, the subfloor airtightness was being measured, this involved making a change to the airtightness of the

### Table 1: Physical and airtightness details of experimental houses

<table>
<thead>
<tr>
<th>CHARACTERISTIC</th>
<th>HOUSE</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wall Type</td>
<td></td>
<td>Masonry</td>
<td>Timber</td>
<td>Timber</td>
<td>Timber</td>
<td>Masonry</td>
</tr>
<tr>
<td>Roof Type</td>
<td></td>
<td>Tile</td>
<td>Metal</td>
<td>Metal</td>
<td>Metal</td>
<td>Tile</td>
</tr>
<tr>
<td>Floor Material</td>
<td></td>
<td>Wood chipboard in all Houses</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LIVING SPACE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume $m^3$</td>
<td></td>
<td>213</td>
<td>210</td>
<td>234</td>
<td>242</td>
<td>229</td>
</tr>
<tr>
<td>Floor Area $m^2$</td>
<td></td>
<td>84</td>
<td>88</td>
<td>98</td>
<td>97</td>
<td>95</td>
</tr>
<tr>
<td>Leakage Area $m^2$</td>
<td></td>
<td>0.072</td>
<td>0.036</td>
<td>0.083</td>
<td>0.021</td>
<td>0.051</td>
</tr>
<tr>
<td>ROOF SPACE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume $m^3$</td>
<td></td>
<td>75</td>
<td>71</td>
<td>128</td>
<td>86</td>
<td>69</td>
</tr>
<tr>
<td>Leakage Area $m^2$</td>
<td></td>
<td>0.33</td>
<td>0.28</td>
<td>0.096</td>
<td>0.088</td>
<td>0.33</td>
</tr>
<tr>
<td>SUBFLOOR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume $m^3$</td>
<td></td>
<td>83</td>
<td>65</td>
<td>56</td>
<td>73</td>
<td>52</td>
</tr>
<tr>
<td>Leakage area $m^2$</td>
<td></td>
<td>0.31</td>
<td>0.29</td>
<td>0.12</td>
<td>0.15</td>
<td>0.29</td>
</tr>
</tbody>
</table>
roof space and looking for a change in the apparent airtightness characteristics of the subfloor. If removing the manhole cover in the ceiling influenced the subfloor airtightness, then the linking air flow resistance could, in principle, be determined. Airtightness tests at each house were carried out systematically to look for measurable linking air flow resistances, but in all but one case (the leakage path between subfloor and roof space in house A) no significant resistances could be resolved. This established that the linking air flow resistances between zones were in general much higher than the resistance to outside, and that tracer gas techniques would be required for their investigation.

4 A Multi Tracer Technique

A system based around a micro computer controlled gas chromatograph has been developed for measuring infiltration rates in two zones at the same time as flow rates between the zones. A comprehensive description is given in reference\textsuperscript{9} and a brief outline is given below;

4.1 Mode of Operation

The main components of the fully automated system are shown schematically in Figure 3.

Figure 3: Schematic of automated gas chromatograph
When working in constant composition mode, the GC samples air from a zone, measures both tracer concentrations, tops up the chosen zone tracer gas to target concentration, and then moves on to the next zone. It repeats the process every three minutes, stepping sequentially between zones and writing tracer concentrations and injection volumes to disk. Meteorological data and zone temperatures were also recorded to disk. Wind speed and direction were measured 10m above ground on the building site from the top of a portable mast. The sample handling network is shown schematically in Figure 4. Its main role is to maintain an up-to-date sample in the loop. Further important aspects of design are the location of as many pumps and solenoid valves as possible downstream of the loop to avoid contamination reaching the electron capture detector. An additional, and novel, solenoid valve S1 isolates the loop from the pumping pressure oscillations prior to sampling, thus ensuring the loop always captures the same sample size. Hardware for topping up tracer concentration in a zone is also illustrated in Figure 4. It releases discrete shots of tracer gas from a small pressure vessel using computer controlled solenoid valves.

Figure 4: Tracer gas sampling and top up network
4.2 Tracer gases

Freon-12 \((CCl_2F_2)\) and \(SF_6\) concentrations were detected with an electron capture detector after separation in a 2 m long molecular sieve column at 100°C. Retention times were 75s, 100s and 120s for \(SF_6\), \(CCl_2F_2\), and \(O_2\) respectively. Peak areas were determined by integration and working concentration ranges were 1-60 ppb for \(SF_6\) and 200-1500 ppb for \(CCl_2F_2\). Each tracer was sent to the appropriate zone and discharged at two or three places by a network of small bore tubes connected to the return air pump. Further mixing was achieved within each zone with portable fans. These were arranged carefully to avoid adding to infiltration driving pressures. On several occasions, infiltration rates were shown to be insensitive to changes in mixing arrangements.

5 Analysis

Transforming measured tracer concentrations and injection rates into air flows was carried out with a method similar to that outlined by Perera\(^10\). The development is outlined below with the assumptions of uniform mixing within each zone and a unique tracer injected into each zone.

Nomenclature

\[Q_{ij}\] is the air flow rate from zone \(i\) to zone \(j\) in \(m^3/h\)
\[Q_{io}\] is the air flow from zone \(i\) to outside in \(m^3/h\)
\[V_i\] is the volume of zone \(i\) in \(m^3\)
\[C_{ij}\] is the concentration of tracer \(i\) in zone \(j\) in units ppb
\[G_i\] is the release rate of tracer \(i\) in zone \(i\) in units ppb/h
\[\dot{C}_i\] is the rate of change of concentration of tracer \(i\) in the \(i\)th zone in units ppb/h

If the outflow of air from zone \(i\) is \(S_i\), then:

\[S_i = Q_{io} + \sum_{j=1}^{N} Q_{ij} (1 - \delta_{ij})\]

Where \(\delta_{ij}\) is the Kronecker delta function:
\[\delta_{ij} = 1 \text{ for } i = j\]
\[= 0 \text{ for } i \neq j\]
The mass balance of the \( i \)th tracer in the \( i \)th zone requires the following:

\[
-C_{ii}S_i + C_{i0}Q_{oi} + \sum_{j=1}^{N} C_{ij}Q_{ji} (1 - \delta_{ij}) = V_i \left( \dot{C}_{ii} - G_i \right)
\]

If tracer gas concentrations outside are very small, then:

\[
-C_{ii}S_i + \sum_{j=1}^{N} C_{ij}Q_{ji} (1 - \delta_{ij}) = V_i \left( \dot{C}_{ii} - G_i \right)
\]

There are a further \((N - 1)\) mass balance equations for the other tracer gases in zone \( i \) that take the form:

\[
-C_{ij}S_i + \sum_{i=1}^{N} C_{ji}Q_{ji} (1 - \delta_{ij}) = 0
\]

With the number of zones and tracers both equal to \( N \) there will now be \( N^2 \) equations. There are, however, \((N^2 - N)\) linking air flows and \( 2N \) flows to and from outside. Solving for all the air flows using measured \( C_{ij} \), \( \dot{C}_i \), and \( G_i \) requires a further \( N \) equations which follow by requiring the bulk flow of air into each zone to equal the outward flows.

\[
-S_i = Q_{oi} + \sum_{j=1}^{N} Q_{ji} (1 - \delta_{ij})
\]

Interzone air flows were measured in this study using two tracers released into two zones. In this cases the tracer mass balance equations for zone 1 take the form:

\[
-C_{11}S_1 + C_{12}Q_{21} = V_1 \left( \dot{C}_{11} - G_1 \right)
\]

\[
-C_{21}S_1 + C_{22}Q_{21} = 0
\]

Or in matrix form

\[
\begin{bmatrix}
-C_{11} & C_{12} \\
-C_{21} & C_{22}
\end{bmatrix}
\begin{bmatrix}
S_1 \\
Q_{21}
\end{bmatrix}
= \begin{bmatrix}
V_1 \left( \dot{C}_{11} - G_1 \right) \\
0
\end{bmatrix}
\]

From \( S_1 \) and \( Q_{21}, Q_{01} \) can be calculated and the process repeated for zone 2.

A computer program was developed to calculate air flows for the general \( N \) zone \( N \) tracer problem using the method of Gaussian elimination for solving the linear set of mass balance equations. Because all the concentration measurements were not made at the same time, a simultaneous set of \( C_{ij} \) and \( \dot{C}_{ii} \) had to be calculated. First, the discrete tracer concentrations were transformed into a smoothed single valued function using a third degree polynomial interpolating procedure. Then the tracer release term was similarly smoothed and interpolated after being expressed in units \( ppb/h \) using the following equation:
\[ G_i = \frac{N_i V_i C_i 10^3}{V_i \Delta T} \]

Where \( G_i \) has units of pph/h.
- \( N_i \) is the number of shots of tracer released in time interval \( \Delta T \)
- \( V_i \) is the volume of tracer released in each shot (cc)
- \( C_i \) is the tracer gas concentration (mole fraction)
- \( V_i \) is the volume of zone \( i \) m\(^3\)
- \( \Delta T \) is the time interval between tracer gas top up in h

6 Zone Infiltration Rates

Infiltration rates were measured in the subfloor, living and roof zones over periods of 4-6 days. The sensitivity of these infiltration rates to wind speed measured on site, and the zone to outside temperature difference has been examined. As with living space infiltration rates\(^{11}\) wind pressures were the dominant driving force of infiltration in the subfloor and roof zones. As an example, Figure 5 gives infiltration rates, averaged over two hours, for the roof space of house C against wind speeds measured 10m above ground.

Figure 5: Measured infiltration in roof space of house C
Infiltration rates in subfloors and roof spaces can be expressed in air changes/hour but it would be unrealistic to expect the mixing process that took place during measurement to be present normally. In fact, some form of plug flow between the windward and lee sides of the building would be expected in the subfloor. In roof spaces the pattern of flow is more uncertain because the location of the main leakage openings in relation to pressure coefficients on the roof are unknown.

Infiltration rates in the three zones in each of the experimental houses are summarised in Figure 6. Here the infiltration rate at 4 m/s wind speed is plotted against the equivalent leakage area of the zone at 4Pa. This wind speed is representative of the mean wind speed in sheltered parts of suburban Wellington measured 10 m above ground. Although quite different wind pressures will have driven air leakage in the three zone types, a smooth trend to higher air leakage rates in more leaky enclosures irrespective of type is clear.

![Figure 6: Zone infiltration rates at 4m/s wind vs Leakage area at 4Pa](image)

Infiltration rates in living spaces have been measured in a number of New Zealand houses and when wind speeds are recorded on site, the infiltration rates agree with those calculated using the LBL model. Data for the five houses in this survey are no exception as Figure 7 will confirm.
Figure 6 shows that infiltration rates in subfloors are quite variable. With standard provisions for subfloor ventilation called for by the building code this may be unexpected. All of the experimental houses had about the same number and type of ventilators in the subfloor perimeter wall, contributing 0.05 to 0.1 m² to the subfloor leakage area at 4 Pa. In all cases a greater source of air leakage lay elsewhere. The subfloor of house A was clearly vented to the roof space, but in houses B to E a further 0.07 to 0.2 m² of leakage area lay elsewhere; much of it, from observation, at the joint between wall cladding and rough cast perimeter wall.

Metal clad roofs were more airtight, and infiltration rates were lower, than for the two concrete tile roofs, even though all of the roofs had building paper under the roof cladding. In a 4 m/s wind the infiltration rate in the metal clad roof spaces fell in the range 100 to 300 m³/h and in concrete tiled roof spaces it was around 500 m³/h. Clarification of the reasons for these differences requires more knowledge about the location of leakage openings in roofs.

7 Interzone air flows

Air flow rates between the subfloor, living and roof spaces have been measured for each of the 5 experimental houses. The data take the form of flow rates averaged over approximately two-hour periods spanning several days. In contrast with zone infiltration rates, the interzone flows were less obviously influenced by wind and any of the temperature differences measured. Air flows between roof and subfloor of house A are plotted against wind speed in Figure 8 and
against temperature difference between zones in Figure 9. They are representative of the wind speed dependence of the other interzone air flows in this and the other houses.

![Graph](image)

**Figure 8:** Windspeed dependence of interzone air flow

![Graph](image)

**Figure 9:** Dependence of interzone air flow on temperature difference between zones
7.1 Paths for Subfloor to Roof Space Air Flows

Air flows between subfloor and roof space can potentially be driven by a variety of pressure differences in different parts of the building. Because wind pressure coefficients on pitched roof surfaces are mostly negative, it might be anticipated that air will travel up from living and subfloor areas. In addition, there are possible stack flow processes which could, for example, be driven in wall cavities warmed by the sun, or in hot water cylinder cupboards which have leaks around plumbing where it passes through the floor and ceiling. The living space may also be a significant path for subfloor to roof space air flows. In all these situations, the most likely flow direction is upward.

No attempt was made to measure directly the components of subfloor to roof space air flows through the living space using tracer gases. However, ventilating the living space was found to have little effect on subfloor to roof space tracer gas flows in several houses. In addition, a flow rate passing through the living space consistent with interzone air flows involving the living space has been calculated as follows. With the subfloor, living space and roof space defined as zones 1, 2 and 3 respectively, and the concentration of air originating from the subfloor air in zones 1, 2 and 3 defined as $C_1$, $C_2$ and $C_3$ respectively, the mass balance of subfloor air in the living space requires:

$$ Q_{12}C_1 + Q_{32}C_3 = S_2C_2 $$

where $S_2$ is the total outflow of air from zone 2. Normally $Q_{32}C_3 < Q_{12}C_1$ and the concentration of subfloor air in the subfloor $C_1 = 1$ and therefore

$$ C_2 = \frac{Q_{12}}{S_2} $$

If the flow rate of subfloor air into the roof space passing through the living space is $Q_{13}^*$:

$$ Q_{13}^* = Q_{23}C_2 = \frac{Q_{23}Q_{12}}{S_2} $$

Calculated and measured values of $Q_{13}^*$ were only around 5% of measured $Q_{13}$ in brick veneer houses A and E, and between 15 to 40% in weatherboard houses B to D. Significant flowpaths linking subfloor to roof space that do not involve the living space were clearly present in all of the experimental houses.
A quite different pattern of interzone air flows was seen in the two types of house in this survey. In weatherboard-clad houses the subfloor to roof space flows were almost an order of magnitude smaller than those in the two brick veneer examples. The living spaces were in contrast about equally coupled to the roof and subfloor zones in all but one house.

7.2 Weatherboard houses

Dealing with the weatherboard houses in more detail, Table 2 gives average interzone flow rates in a 4 m/s wind at the 10 m height. The standard error of these mean flow rates is around 20%.

<table>
<thead>
<tr>
<th>HOUSE</th>
<th>subfloor to living</th>
<th>subfloor to roof</th>
<th>living to subfloor</th>
<th>living to roof</th>
<th>roof to subfloor</th>
<th>roof to living</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>20</td>
<td>30</td>
<td>10</td>
<td>35</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>10</td>
<td>6</td>
<td>2</td>
<td>30</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>10</td>
<td>1</td>
<td>25</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Means</td>
<td>11</td>
<td>15</td>
<td>7</td>
<td>30</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 2: Interzone air flow rates measured in weatherboard houses m³/h

The most significant points that can be derived from from the data are as follows:

1. Interzone air flows in an upward direction exceeded downward flows in all but one case; that of the subfloor to living space air flows in house D.

2. Air flows through the ceiling were generally quite close to the area-weighted infiltration flow into the living space.

3. The component of flow from subfloor to roof which passed through the living space was in general quite small.
7.3 Brick Veneer Houses

Interzone air flows at 4m/s wind speed are given in Table 3 for the two brick veneer houses A and E. While they share the characteristic of high air flows in the direction of subfloor to roof space, they differ in that the living space of house A was more closely coupled to the roof space. The coupling between subfloor and roof space in houses A and E is clearly quite similar with very large upward air flows and strongly suppressed downward flows. The interzone air flows involving living space of house E are similar to those in the weatherboard houses. This has to be expected because similar materials and construction details are involved in the living space internal lining. The locations of leakage openings that lead to higher air flows between roof and living spaces in house A are unknown.

<table>
<thead>
<tr>
<th>HOUSE</th>
<th>subfloor</th>
<th>subfloor</th>
<th>living</th>
<th>living</th>
<th>roof</th>
<th>roof</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>to living</td>
<td>to roof</td>
<td>to subfloor</td>
<td>to roof</td>
<td>to subfloor</td>
<td>to living</td>
</tr>
<tr>
<td>A</td>
<td>20</td>
<td>190</td>
<td>*</td>
<td>90</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>E</td>
<td>14</td>
<td>135</td>
<td>5</td>
<td>50</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3: Interzone air flow rates measured in brick veneer houses in m$^3$/h (* flow rate not adequately defined)

7.4 Differences in interzone air flow characteristics

The main differences between the examples of brick-clad and weatherboard-clad houses are as follows:

1. Subfloor and roof spaces were found to be more closely coupled in the brick veneer houses. A small fraction (5%) of the connecting air flow passed through the living space. In house A a connection through the wall cavities was established using airtightness techniques but in house E the link could not be measured with this method.

2. Similar construction methods used to enclose the living space would lead us to expect similar flows involving the living space. With the exception of house A this was confirmed.
The differences in the pattern of air flows are demonstrated in Figure 10 which shows interzone and infiltration air flows drawn approximately to scale.

![Diagram of air flows](image)

Figure 10: Approximate scale of interzone air flows in three weatherboard houses and brick veneer house E. The shaft through the centre of the building is symbolic of leakage paths that bypass the living space.

### 8 Conclusions

A new appreciation of ventilation rates in subfloors and roof spaces in New Zealand houses has been achieved. This should help lead to more quantitatively based provisions for ventilating roofs and subfloor spaces. The most important observations concerning infiltration rates are:

1. Natural ventilation rates in subfloors fell in the range 100-600 m³/h or from 2 to 8 air changes/h.

2. Average ventilation rates in two concrete tile roofs were around 500 m³/h or 8 air changes/h and in three sheet metal-clad roof cavities ventilation rates of 100-300 m³/h or 1 to 5 air changes/h were measured.

3. Infiltration rates in living spaces fell in the range 0.3 to 1.0 air changes/h and were in good agreement with predictions based on airtightness and wind exposure details.
Air flow rates between subfloor, living and roof spaces were also successfully measured using a two tracer constant composition technique. The following conclusions were formed:

1. Subfloor to roof space airflows around 150 m$^3$/h were measured in two masonry veneer houses. Put in perspective with roof space ventilation rates, these airflow rates were 0.25 to 0.35 of the roof ventilation rate.

2. Interzone flow rates between all other zone combinations except floor to roof spaces in masonry veneer houses, and air flows in house A, fell in the range 0-30 m$^3$/h. They exhibited little tendency to change with wind speed and differences between zone temperatures.

3. Air flows in the downward direction (roof to living space, living space to subfloor and roof to subfloor) were generally smaller at 0-10 m$^3$/h than flows in the upward direction.
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Paper 2

W. Fisk (Lawrence Berkeley Laboratory, USA) You mentioned that covering the soil prevented moisture problems. Are you referring to placing plastic sheets over the soil or other methods? Is the cover over the soil air tight?

M. Bassett (Building Research Association of New Zealand) The vapour barrier placed over the ground was a polyethylene sheet. It was not made airtight at joints or at the perimeter.

M. Sherman (Lawrence Berkeley Laboratory, USA) Wood members have an enormous potential to store and release moisture. Many potential moisture problems are averted because of this capacity to absorb, and subsequent thermal cycling. The conditions you describe appear to indicate that the magnitude of the source (i.e. ground moisture) is so large that neither storage in materials nor (reasonable) ventilation can solve the problem. Does this mean that source control is the only reasonable mitigation strategy?

M. Bassett (Building Research Association of New Zealand) Source control with a vapour barrier over the ground was the most effective remedial measure tried in existing houses, but at the construction stage it may be easier to block leakage paths through the wall cavities. Only a small fraction of brick veneer houses have this particular roofspace condensation problem, so in most cases ventilation and storage deal with the moisture from the subfloor.

O. Nielsen (Ministry of Housing and Building, Denmark) How do you define a house with a moisture problem? For example must there be visible moulds on surfaces?

M. Bassett (Building Research Association of New Zealand) Houses have a moisture problem when the occupants consider there is a problem. Typically these include condensation, moulds, musty smells and, only occasionally, interstitial condensation resulting in decay in framing and lining materials. Moisture problems do however rank as the most common reason for unsatisfactory house performance in New Zealand.

M. Liddament (AIVC, Warwick, UK) Can you explain how the houses are ventilated in New Zealand and if any method of ventilation is used to minimise moisture problems?

M. Bassett (Building Research Association of New Zealand) There is no common use of either passive or mechanical ventilation in New Zealand houses, although range hoods are now quite popular. Ventilation is provided by window opening, which of course is quite variable. A reasonable level of space heating is also an essential part of indoor moisture control, and there are many different methods of heating employed in New Zealand houses.
M. Liddament (AIVC, Warwick, UK) Have you investigated pollutants other than moisture in these houses?

M. Bassett (Building Research Association of New Zealand) There have been some pollutant concentration surveys in New Zealand houses for radon and formaldehyde. In most houses we consider moisture to be the pollutant requiring the highest ventilation rate (around 1 air change per hour).

P. Charlesworth (AIVC, Warwick, UK) You have indicated that the leaks around the hot water tank area are of special interest in your work. Could you elaborate upon this subject?

M. Bassett (Building Research Association of New Zealand) The interzone air flows were found to be insensitive to the normal driving forces of infiltrating outdoor air, wind speed and temperature differences. For this reason we looked for regions in the building where there might be constant stack pressure differences. One of these was the region around the hot water tank.

D. Harrje (Princeton University, USA) Referring to Fig. 10, does the central vertical arrow in the brick clad house represent flow behind the brick cladding, and is this the reason for higher crawlspace flows?

M. Bassett (Building Research Association of New Zealand) For the houses in this survey the air flow between crawlspace and roofspace in brick veneer houses (150 m^3/h) is about 10 times higher than that in weatherboard houses. The only structural differences we see, which could explain this, are in the wall cavity area. However 150 m^3/h is small compared to the differences in crawlspace ventilation rates measured in the 5 houses surveyed.
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Synopsis

An experimental study in reduced scale model for ventilation inside a sheep-fold has been studied. The ventilating system consist of two slots in opposite side walls and one in the roof. Two-dimensional jet are generated by the wind effect and temperature difference acting upon the sheep-fold. The jets generate several low pressure zones in the sheep-fold and these zones in term produce the deflection to the jet flow. The position of these zones in the space change dramatically even with a little variation of the thermal and dynamic boundary condition and therefore the movement of air in the space change due to this unstable phenomenon.

The flow pattern, have been studied in function of different parameters such as Archimedes number, Reynolds number, flow rate for every inlet, velocity profile and turbulence in the inlet, situation of exhaust and length of the air inlet (slot ) in relation to length of the wall.

It has been found that the main factors governing the air circulation are: relationships between the flow rates of the two inlets, relationship between the length of the slot and the length of the wall and the Archimedes number. However the mean velocity in the occupation zone is not very much affected by the above factors.

In conclusion we estimate that this ventilation system by considering its low cost is suitable for this kinds of application. However, disadvantage may occur when a low pressure zone is formed between the inlet and the roof which could result a short-circuit in air flow.

List of symbols

\( \text{Ar} \) : Archimedes number.
\( B \) : Length of the slot. [ m ]
\( H \) : Length of the wall. [ m ]
\( Lr \) : Distance of jet attachment point from the wall [ m ]
\( N \) : Number of nodes used to describe the studied zone
\( R \) : Radius of curvature of the jet
\( \text{Re} \) : Reynolds number
\( \text{Re}_c \) : Critical Reynolds number
\( \text{SD} \) : Dimensionless space standard deviation of mean velocity
\( U_i \) : Mean velocity in each point in the occupation zone [ m/s ]
\( U_m \) : Dimensionless mean velocity in the occupation zone
\( U_{ma} \) : Dimensionless maximum velocity in the occupation zone
\( U_0 \) : Velocity at the inlet [ m/s ]
1.- Introduction

In recent years, it is becoming more and more important to achieve good performance in all economic aspects; among others, animal production is in one of these race. The purpose of the agriculture climatisation of animal production is to control certain parameters of the internal environment, so as to maintain the animals healthy. These parameters are generally: concentration of different gaseous contaminent, humidity, velocity and temperature of air.

For this purpose it is interesting to increase the understanding of air movement in a large enclosure by means of the simplest ventilation system, i.e. two dimensional jets from a slot at the side walls. This system arrangement can also be useful for industrial applications.

In this paper the results of an experimental work in a reduced scale model of sheep fold are presented in which the air flow pattern and velocity field for different parameters such as: Achimedes number, Reynolds number, velocity profiles and turbulence at the inlet, relationships between flow rate for each inlet and other parameters for the identification of micro-climate are studied.

It has been found in this study that the temperature difference between the inside and outside is small due to the low heating load in the building and therefore, the wind effect acting upon this building becomes very important.

2.- Building and model description:

The real sheep-fold in Sart-Tilman, Liege is taken for this study. This construction is 20 meters long, occupied by 200 sheep with heat emission rate approximately 60 W each. In this paper only the heat emission from animals and uniformly distributed on the floor, is considered. Of course, the position of the heat source also influences the air flow patterns, but this aspect is not taken into account in this paper.

Similarity rules

It is not possible to follow all the non-dimensional numbers derived from the Navier-Stokes equation of fluid mechanics in experiment. For this reason, with practical recommendation from reference [1], [2] and [3] the following similarity rules are applied:

Isothermal test
a) Geometric similarity
b) Re in model = Re in prototype

If Re > Re c the only condition is geometric similarity
Non isothermal test

a) Geometric similarity
b) $\text{Ar in model} = \text{Ar in prototype}$
c) $\text{Re} > \text{Re}_c$

As the main interest is to know the air flow in the enclosure, heat losses through walls has been excluded for this study. Also the concept of local modelling is applied and the study is focused on the internal zone.

The test facility

Figure 1 shows the 1/3 scale model of the real site sheep-fold of Sart-Tilman built for this study in the Laboratory of Thermodynamic, University of Liege. The effect of ventilation, mainly resulted from wind, is produced by 2 ventilators for to keep the same pressure inside and outside of this model so as to minimize the infiltration effect. The heat emission from animals are simulated by heating carpets on the floor of the model.

In this model 3 different air inlet conditions of velocity profile and turbulent intensity can be studied ( turbulence intensities are 2%, 5% and 10% ). The studies of these air inlet conditions will give knowledge to the further evaluation of the design of air inlets.

3.- Measuring method and measuring equipment

Omnidirectional probe TSI model 1620 has been used for measurements of mean velocity of the air. This probe is a constant temperature anemometer with temperature compensation. The response time is approximately 2 seconds.

The accuracy (over 240° solid angle) is $\pm 10\%$ over 0.2 to 3 m/s and $+5\%$ to $-20\%$ $\pm 0.04$ m/s over 0 to 0.2 m/s. The velocity of free convection from the heated sensor is near of 0.02 m/s.

For the turbulence measurements of the inlet a DISA hot wire anemometre and a RMS voltmeter was used, the frequency bandwidth in this measurement was limited at 90 Hz.

All temperatures were measured with thermocouples type T and voltages with the integrated measurement system Solartron 3510. The Solartron system was controlled, on line, by a micro computer.

By measurement, in different position of the jet, within a long period, the optimal time of measurement
has been calculated and error produced by taking measurements only on short time have been estimated. For 30 minutes of velocity measurements, 2 seconds each, the mean velocity for every 20 seconds period and the standard deviation between each 20 seconds mean velocity and total mean velocity are calculated. This standard deviation is a kind of measurement of error for taking mean velocity within only 20 seconds rather than a measurement with 30 minutes. Measurement in different time periods and positions in the jet has been made as show in figure 2, and it can be seen that 4 minutes of measurements period is a good compromise between the accuracy and the time of measurement.

By an automatic positioning system, the anemometer can be placed anywhere in the model and for every test, near of 180 points of measurement of velocity and temperature in one section of the model was taken. Every 30 minutes 70 fixed temperatures on the wall and in the air are checked to ensure the steady-state condition.

The following parameters have been studied in different test: Reynolds number between 1500 to 6000; Arquimedes number from -0.004 to 0.03; 1 or 2 inlet of air; exhaust at the roof or on the opposite wall; slot covering the entire wall (B/H = 1) or not (B/H = 0.83) and 3 velocity profiles and turbulence intensities in the inlet.

4.- Results

Figure 3 shows different parameters describing the geometry used in the following text.

4.1.- Air flow patterns

One air inlet

Figure 4 shows the air flow for test with only one isothermal air inlet with B/H = 0.83. In this case three dimensional flow has been observed near the wall while in the middle of the model the flow is two dimensional. The air jet has slight deflection due to Coanda effect.

Figure 5 shows a similar test condition but with an air inlet in all the length on the side wall (B/H = 1), in this case the deflection of jet becomes significant. The entrainment of fluid near to the floor cause a low pressure zone between the jet and the floor curving the jet toward the floor. When the jet strikes the floor, a proportion of the volume flow is re-entered into the low pressure zone to supply the volume of air necessary for the entrainment from the low pressure zone.
Isothermal studies of this phenomenon can be found in references [4] and [5]. Timmons et al. [6] have found that the coanda effect dissapears when the predicted attachment length (Lr in figure 3) is approximately the length between the two walls. In air curtain studies [7], the same kind of deflection of jet, due to low pressure zone, has been found.

In the test of figure 4 a proportion of the air re-entered into the jet is from other part of the building and the deflection is not so important.

In non-isothermal condition there is more significant effect on deflection of the jet but the circulation of air does not change very much.

Two air inlets and B/H = 1

Figure 6 is with high Archimedes number and the two jets are reattached to the floor due to Coanda and Ar effects.

Figure 7 shows a test for very low Ar number (close to 0). In this case the flow pattern is very different from the previous. There is only one jet reattached to the floor and another attached to the roof. Since in tests with only one jet, it always attaches to the floor, this means that the interaction between the jets may change the flow patterns of the air completely.

Figure 8 and 9 shows the same test with similar Re and Ar conditions at both inlets and at moderate Ar. During the first 7 hours of the test (figure 8) the air flow pattern is similar to case of figure 6. After 7 hours of test, the air flow pattern changes completely and there is still one jet attached to the floor but another goes over the first one. It flows upward approaching the roof but there is no attachment to the roof, because in this case the air density of the top jet is greater than the air of the room.

This is an example of the instability of the two dimensional flow where the flow patterns may changed by little disturbance. It is important to consider that the intensity and direction of wind are changing all the time and so different flow patterns may appear in a short period.

It is possible to take every situation as a steady state problem and use an statistic method to find the mean flow condition.

4.2 Deflection of the jet in the room

The centre line of a jet can be well represented by an arc of circle and therefore the position of the jet can be determined by the radius of curvature. Figure 3 shows this. For present result, it is possible to find the equation of central line by calculating the maximum
velocity for different vertical velocity profile.

Figure 10 shows the radius of the curvature $R$ as function of $Re$ for $|Ar| < 0.001$. It can be found that there is no clear dependence of $Re$ for $Re > 2000$. With linear regression analysis the slope has been found as: $1.8E-5 \pm 5.8E-5$. This means that the random errors are greater than the influence of $Re$. With this result and results of other work, it may be concluded that for $Re > 2200$ the position of the jet is independent of $Re$. Other researches [1] show also that when we found a critical $Re$ for a reduced model, it can also applied to the prototype.

Figure 11 shows the radius of curvature as function of $Ar$ for tests with only one air inlet, $Re > 2200$, $B/H = 0.83$ and $B/H = 1$ (The results concerning $B/H = 1$ are extracted from figure 12). For test with $B/H = 0.83$ radius $R$ decreases significantly when $Ar$ increases and the effect becomes more sensible at low $Ar$. For test with $B/H = 1$, $Ar$ affect the jet only later 0.004 and this influence is little. The influence of $B/H$ near of $Ar$ zero is significant due to variation of Coanda effect, but for $Ar$ sufficiently large $B/H$ has no importance.

Figure 12 shows results of $R$ as function of $Ar$ for $Re > 2200$ and $B/H = 1$ and for a number of test with one or two inlet. In case where one inlet was used three different velocity and turbulence air inlet conditions and also exhaust at the roof or at another wall, were considered. The influence of this parameters on the jet deflection is not significant. When 2 inlets are used, only one jet was attached to the floor (only test with moderate $Ar$ are considering) and in this case $R$ is slightly higher. Therefore it can be expected that with two inlet of air the deflection of the jet flow attaching to the floor would be smaller than those with one air inlet.

4.3 Velocity in the occupation zone

With about 150 measurement point in the zone A of figure 1 and by linear interpolation between these point we obtained the full mean velocity profile in this zone. With these values the mean velocity field for the occupation zone (defined in figure 1) are going to be analyzed by the following parameters.

$U_m$ : Mean velocity in the occupation zone

$$U_m = \frac{\sum U'i}{N}$$

where $U'i = Ui/U0$
SD: spatial standard deviation of mean velocity. Give an idea of the homogeneity of the velocity in the occupation zone.

\[ SD = \sqrt{(\sum (U'i - Ui)^2 / N)} \]

Uma: Maximum mean velocity in the occupation zone

Figure 13 shows the relationship between the mean velocity in the occupation zone and R for B/H = 0.83, and one inlet. It has been found that Uma decreases linearly in relation with R with a slope of -1.6 ± 0.07.

For test with B/H=1 as shown in figure 14, the same tendency has occurred but the results are more scattered. In fact in this case the variation of R is small and the jet arrives, in each case, very quickly into the occupation zone.

The possibilities of different inlet condition, positions of the outlet and numbers of inlets are included in this figure; however due to high scattering of data, it is not possible to determine the special influence of each of these parameters with relation to the mean velocity of the occupation zone.

It is necessary to note that there is not much difference between tests with one or two inlet.

In the point of view of homogeneity of mean velocity field in the occupation zone, figure 15 and 16 show that the SD increases when R decreases. But for B/H = 1 it can be seen that the scattering of results is also very high.

Figures 17 and 18 show that maximum velocity (Uma) increases when R decreases and in this case the scattering of data is lower.

In general the velocity distributions in the occupation zone are not a Gaussian function shaped and therefore it is necessary to study such distribution by histogram. Figures 19, 20, 21 and 22 are examples showing the percentage distribution of the mean velocity for different radius of curvature of the jet. It can be seen that for high R values, 2 peaks exist, one in the low velocity zone and another in the high velocity zone (jet zone). In this case jet has grown sufficiently before reaching the occupation zone with a large volume and moderate velocity. When R decreases, the jet reaching the occupation zone is less developed, but at higher velocity, and this makes the second peak disappear, because now only a little zone with high velocity has resulted.

Figures 23, 24, 25, and 26 are examples showing the mean velocity field in zone A of the model, it is expressed in tenth of the outlet velocity \((U' = 10 \times U / UO)\).

In figure 23 we can see that the jet passes through the space with a low and homogeneous velocity in the occupation zone (the three lines at the bottom of the
figure represent the occupation zone). In figure 24 with 
R=0.3 the jet passes through the occupation zone at high 
velocity. Figure 25 is for test with 2 inlets at 
Archimedes number close to 0, it can be seen that the 
influence of the second jet in the occupation zone is 
not high and this results in a velocity field in the 
occupation zone similar to the test with only one inlet. 
Figure 26 shows a test with 2 inlets at high Archimedes 
number.

5. Discussion and conclusions

Optimal values and estimated error for the time of 
integration of the velocity measurement has been found 
experimentally. These values agree in general with 
analysis of autocorrelation [8], but a detailed 
comparison is not possible due to low frequency of 
velocity measurements.

In general, due to two dimensional characteristic of the 
flow, there is a formation of low pressure zones. Whether 
exist or not of these zones makes the air 
movement in the model change completely without 
sensitive changes of other conditions. It produces a 
unstable flow; Timmons (4) found also bistable flows 
for some geometries in a similar problem. 
The instability problem and the fact of different time 
constants for the air and walls result that temperatures 
in walls are not directly in relation with 
instantaneous flow and it depends on mean flow pattern 
in long time.

The changing external condition (wind), results in 
various highly different internal air movement and it is 
very difficult to estimate the actual flow condition in 
the real building. Considering heat load conditions, 
wind velocity and heat capacity of walls and ground, the 
air movement in the inside can be considered as a mean 
weighted value of the following particular situations: one 
air inlet and the jet deflected to the occupation 
zone; two air inlet with one jet deflected to the 
occupation zone and another deflected towards the roof 
and two air inlet in which both jets are deflected to 
the occupation zone. The exact position of the jet 
depends mainly of Archimedes number.

No much differences in mean velocity of the occupation 
zone have been found for different air flow patterns 
studied where at least one jet is deflected to the 
occupation zone but the mean velocity becomes smaller if 
B/H ≈ 1 and Ar closed to zero.

All situations studied above, give good mean velocity in 
the occupation zone, for sheep need; only when R is very 
small some high velocity may occur in a very little zone 
in the space.
In the most cases, except for quite different flow rates in two inlets and at low Ar, the jet came directly into the occupation zone and we have a very good ventilation efficiency.

To decrease the length of inlet in relation to length of the wall at Archimedes number close to zero, plays a role unfavorable to the point of view of ventilation, this effect would become less and less when Ar increases. It is beneficial to have this effect if we can sacrifice a little the ventilate efficiency to decrease the mean velocity in the occupation zone.

It has been found that the velocity profile and turbulence intensity at inlet (given by the design of this one) have very little influence for the determination of the internal micro-climate in this kind of ventilation system. It has also been verified that the position of air exhaust does not affect much the flow conditions in the occupation zone but is possible to have a "short-circuit" of fresh air which flow directly from the inlet to the exhaust in the roof when a low pressure zone is present between the jet and the roof.
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AIR FLOW PATTERNS

FIGURE 4. $Re = 0 \quad B/H = 0$

FIGURE 5. $Re = 0 \quad B/H = 1$

FIGURE 6. $Re_1 = 0.019 \quad Re_2 = 0.023$

FIGURE 7. $Re = 0 \quad Re_1 = 1700 \quad Re_2 = 2400$

FIGURE 8. $Re_1 = 2500 \quad Re_2 = 2600$

FIRST 7 HOURS

FIGURE 9. $Re_1 = 0.005 \quad Re_2 = 0.005$

AFTER 7 HOURS
Figure 16
$SO = f(R)$ for $B/H = 1$

Figure 17
$Usa = f(R)$ for $B/H = 0.83$

Figure 18
$Usa = f(R)$ for $B/H = 1$

Figure 19
Histogram for $R = 6$

Figure 20
Histogram for $R = 1.9$

$Ar = 0$
$B/H = 0.83$

$Ar = -0.0034$
$B/H = 1$
Discussion

Paper 3

J. Van Der Maas (Ecole Polytechnique Federale de Lausanne, Switzerland). (a) What is the dimension on which Reynolds and Archimedes numbers are based? (b) With reference to Figures 8 and 9: is the time scale (7 hours) of any importance and can you confirm that it was not known what parameter changed (after 7 hours)? (c) During the smoke visualisation were the air flow patterns disturbed by the light (smoke particles might be heated by radiant energy from the light source)?

P. Nusgens (University of Liege, Belgium) (a) Height of inlet. (b) The 7 hour time scale was not important and we could not identify what parameter changed to produce the change in airflow patterns. (c) Care was taken to work at low light levels and to measure velocities before and after visualisation; the instability was not observed to be influenced by the radiant heat from the light source.

M. Liddament (AIVC, Warwick Science Park, UK) In mild climates natural ventilation is very popular. Is it possible to develop this work to produce recommendations for the design of inlets for human habited buildings which would provide adequate ventilation over a wide range of climate conditions?

P. Nusgens (University of Liege, Belgium) This kind of natural ventilation inlet produces a high air exchange rate and we have seen that, for high Archimedes number, the air velocity in the occupied zone may be uncomfortable. Thus it may not be suitable for dwellings. Moreover it would not be very pleasing aesthetically since it extends along the full length of the wall. It may be suitable for industrial buildings however, especially when internal heat loads are important and hence free cooling is welcome.
DETERMINATION OF VENTILATION EFFICIENCY BASED UPON SHORT TERM TESTS

Ren Anderson
System Integration Technology Leader
Solar Energy Research Institute
1617 Cole Blvd.
Golden, Co 80401 USA
SYNOPSIS

A short term testing methodology is developed to evaluate the performance of ventilation systems with respect to control of indoor air pollutants. Two efficiency measures, displacement efficiency and removal efficiency, are defined based upon analysis of mass transport into and out of a specified control volume. The displacement efficiency measures the ability of the ventilation system to supply ventilation air to a room without short-circuiting to the return duct. The removal efficiency measures the ability of the ventilation system to remove indoor pollutants from a room before they mix with room air. Both efficiencies are based upon short term measurements taken during the time that one volume change is supplied by the ventilation system to the room. Because these efficiency measures are based upon control volume analysis, they have well defined limits as $t \rightarrow 0$ that can be used to calibrate experimental measurements. These new efficiency measures are applied to the analysis of a ceiling based ventilation system and comparisons are made with age of air and pollutant removal effectiveness concepts.

LIST OF SYMBOLS

c: concentration (kg/m$^3$)  
Q: ventilation rate (m$^3$/s)  
q: volumetric pollutant source strength (m$^3$/s)  
$s_a$: air stratification factor, nondimensional, equation (7)  
$s_p$: pollutant stratification factor, nondimensional equation (12)  
V: room volume (m$^3$)

Greek:

$\eta_d$: average room displacement efficiency nondimensional, Figure 5  
$\eta_r$: average room removal efficiency nondimensional Figure 12  
$\eta_p$: Pollutant delivery efficiency, nondimensional, equation (9).  
$\tau$: nominal room volume replacement time, $V/Q$ (s)
INTRODUCTION

Increased awareness of the potential health risks associated with indoor air pollutants has stimulated interest in improving our understanding of how ventilation air is distributed and how pollutants are transported in buildings. The task of predicting the pollutant transport produced by ventilation systems is not a simple one. Pollutant transport depends in general upon building geometry, pollutant source characteristics, and thermo/fluid boundary conditions such as flow rate, thermal stratification, duct location, and diffuser characteristics. If the air in the room is well mixed, then the concentration can be predicted based upon knowledge of the room ventilation rate, the pollutant source strength, and the concentration in the supply air (Figure 1). In situations where the well mixed assumption does not apply, one must determine in addition the percentage of ventilation air that is supplied to the occupied zone and the percentage of the pollutant source that is directly removed by the ventilation system before mixing with air in the occupied zone. A flow chart showing the level of detail that is required for various situations is included in Figure 1.

The mitigation of indoor air quality problems depends upon maintaining an adequate balance between ventilation rate and pollutant source strength. This balance is shown graphically in Figure 2 for the case of a volumetric source in a perfectly mixed room. The horizontal axis is the ratio of ventilation flow rate to source flow rate and the vertical axis is the concentration of room concentration to inlet concentration. For a fixed source concentration $c_s$, the magnitude of the ventilation ratio $Q/q$ determines the
Is Room Well Mixed? yes

\[ C = C_{in} + \left( \frac{q}{Q} \right) C_s \]

Is Occupied Zone Well Mixed? yes

Measure Air Delivery to Occupied Zone

no

Measure Pollutant Removal

Figure 1 Knowledge Required to Predict the Pollutant Transport Performance of a Ventilation System. All pollutant sources are assumed to be located in the occupied zone.

The control of indoor air pollutants by ventilation is not necessarily a straight forward task. Short circuiting between supply and return ducts and other flow nonuniformities can produce localized regions that are not well ventilated even if the airflow measured at the supply diffuser appears to be adequate. A number of different ventilation efficiency/effectiveness measures have been proposed to provide a basis for ventilation.
If source strengths are known and the occupied zone is well mixed, then the concentration in the occupied zone can be predicted provided that the rate of delivery of ventilation air is known. Janssen and co-workers have developed a method of calculating the fraction of outside air that is delivered to the occupied zone, based upon knowledge of the system recirculation rate and knowledge of the fraction of air entering the room that short circuits directly to the return duct. This method accounts for the portion of outside air that is delivered to the occupied zone after recirculating through the system, even though it initially short circuits to the return duct without being delivered to the occupied zone. Meckler and
Janssen\textsuperscript{7} have extended this method to calculate the amount of outside air that is required when air cleaners are used. Tracer gas techniques based upon measurement of the exponential decay time constant can be used to determine the short circuiting factor, provided the occupied zone is well mixed\textsuperscript{8}.

Building on previous work by Danckwerts\textsuperscript{9,10}, Spalding\textsuperscript{11}, and others, Sandberg and Sjoberg\textsuperscript{12} used statistical methods to describe the age distribution of air in a room. Age of air methods can be used to detect spatial variations of air distribution by comparing the age of the air as a function of room location. When normalized with respect to the shortest possible residence time, the spatial average age of room air can be used to provide a measurement of air exchange efficiency\textsuperscript{13}.

If pollutants are not uniformly distributed, then the interaction of the ventilation system with the pollutant source cannot be neglected. Systems that directly remove pollutants before they mix with room air will have higher average concentrations in the exhaust than in the room. Systems that are not very efficient at removing pollutants will have lower average concentrations in the exhaust than in the room. To quantify this effect, Rydberg and Kulmar\textsuperscript{14} defined removal effectiveness to be the ratio of the concentration in the exhaust to concentration in the room at

---

**Figure 3 Major Applications of Ventilation Efficiency Measures**

<table>
<thead>
<tr>
<th>Efficiency definition</th>
<th>Distribution system</th>
<th>Room</th>
<th>Occupied zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ventilation air supply (ASHRAE 62-81R/6.1)</td>
<td>Lab</td>
<td>Field</td>
<td>Numerical</td>
</tr>
<tr>
<td>Pollutant removal (ASHRAE 62-81R/6.2)</td>
<td>Lab</td>
<td>Field</td>
<td>Numerical</td>
</tr>
</tbody>
</table>

---

\textsuperscript{7} Janssen
\textsuperscript{8} mixed
\textsuperscript{9} Danckwerts
\textsuperscript{10} Spalding
\textsuperscript{11} Sandberg
\textsuperscript{12} Sjoberg
\textsuperscript{13} measurement
\textsuperscript{14} Rydberg and Kulmar
steady state. This ratio is one for a perfectly mixed system and can range in value from zero to infinity for systems that are less efficient or more efficient than perfect mixing.

Recent reviews of ventilation efficiency/effectiveness definitions and measurement techniques have been given by Liddament and Skaret. These reviews provide an excellent overview of the current state of the art of ventilation performance measurements.

![Figure 4 Control Volume Showing Physical Meaning of Displacement Efficiency, \( \eta_d \)](image_url)

**Figure 4 Control Volume Showing Physical Meaning of Displacement Efficiency, \( \eta_d \).**

**SHORT TERM MEASUREMENTS OF VENTILATION EFFICIENCY**

The ventilation efficiency and effectiveness concepts described above have both strengths and weaknesses. The short circuiting analysis developed by Janssen and co-workers provides a much needed link between ventilation system parameters and ventilation performance, but little information is currently available for determination of short circuiting factors. Rydberg's definition of pollutant removal effectiveness requires that measurements be made after steady state conditions have been achieved. The age of air techniques provide powerful tools for analysis of ventilation performance, but require long time integrals that may be difficult to evaluate and lose physical meaning when interpreted in terms of local ventilation rates.

The ventilation analysis method that is used in the present study was developed based upon the following criteria:

1. The method must allow performance evaluations based upon short term measurements so that the method is cost effective and easy to use,
2. The method must be self-calibrating so that results can be interpreted based upon knowledge of the experimental errors.

3. The method must be applicable to testing conducted under both laboratory and field conditions, and

4. The method must have direct physical significance so that results can be used as diagnostic tools to determine appropriate mitigation strategies for systems with low performance.

**Displacement Efficiency**

The displacement efficiency, \( \eta_d \), is defined to be the fraction of the control volume air that is replaced during the time, \( t \), that one volume change of air has been supplied to the room by the ventilation system (Figure 4). The maximum value of \( \eta_d \) that can be achieved by a ventilation system is 1.0, corresponding to 100% replacement. The displacement efficiency provides a direct measurement of the fraction of ventilation air that is delivered to a room relative to the delivery provided by a perfect displacement flow.

\[
\eta_d = \frac{(\text{actual system})}{(\text{perfect system})} = \frac{1}{\tau} \int_{0}^{\tau} \frac{c_{\text{out}} - c_{\text{in}}}{c_{0} - c_{\text{in}}} \, dt
\]

\( \tau = \frac{V}{Q} \)

**Figure 5** Determination of Average Displacement Efficiency, \( \eta_d \), Based on Knowledge of Flow and Concentration on Boundaries of Control Volume.
A local value of the displacement efficiency, $n_{ld}$, can be calculated based upon knowledge of the local concentration at elapsed time $t=\tau$ after a step change in concentration has been applied to the air which is supplied to the control volume,

$$n_{ld} = \frac{(c-c_o)}{(c_in-c_o)} \text{ at } t=\tau$$ \hspace{1cm} (1a)

$c=c_o$ for $t<0$ \hspace{1cm} (1b)

$c=c_{in}$ for $t>0$ \hspace{1cm} (1c)

In equation (1a), $\tau$ refers to the time scale associated with the overall ventilation rate and volume of the room, not the time scale associated with the local ventilation rate and local volume element.

An overall value for $n_{d}$ can be calculated by averaging the local value $n_{ld}$ over the room volume, or by integrating the concentration with respect to time in the exhaust duct (Figure 5). A relative measure of displacement efficiency $n_{rel_d}$ can be determined by calculating the ratio of the local displacement efficiency to the room average displacement efficiency.

![Figure 6 Average $n_d$ for perfectly mixed flow.](image)
Figure 7  Average $n_d$ for perfect displacement flow.

Figure 8  Average $n_d$ for real flows.
Limiting values of $\eta_d$ for perfectly mixed and perfect displacement flows are shown in Figures 6 and 7. Real flows include a combination of displacement and mixing, with the displacement fraction being determined primarily by the time of flight between the supply diffuser and exhaust duct (Figure 8).

Values of $\eta_d$ can also be calculated for room subvolumes. The displacement efficiency $\eta^{oz}_d$ is the efficiency obtained by averaging $\eta_d$ over the occupied zone. It is important to note that the integral approach shown in Figure 5 can not be used to calculate local values of $\eta_d$ unless the local time history of concentration and velocity distributions are known.

If the integral method of calculating $\eta_d$ is extended to the upper limit $t^{\infty}$, it is equivalent to the definition of local age of air divided by $T$. The theoretical limiting value of the integral as $t^{\infty}$ is 1.0. When $\eta_d$ measurements are being used in field studies, this limiting value can be used during initial calibration tests to determine the errors associated with unspecified interzonal airflows and infiltration. If these sources of error are too large, they can be corrected for or controlled.

Using $\eta_d$ Measurements to Calculate Flow Short Circuiting

One of the primary problems associated with the modeling of HVAC system performance is determining the fraction of air provided at the supply diffuser that is actually delivered to a given room location. Multizone mixing models have been used by several authors to differentiate between performance in different room subvolumes. In this section a modified two zone analysis will be used to demonstrate the relationship between $\eta_d$ and short circuiting between the supply and return ducts in ceiling based systems (Figure 4) where the return duct is located in the jet mixing zone.

Because one of the primary objectives of diffuser design is to provide adequate mixing of the ventilation jet before it enters the occupied zone, it is convenient to divide the room into two zones: the jet mixing zone with volume $V-V_{oz}$, and the occupied zone with volume $V_{oz}$. The jet produces mixing by entraining air from the occupied zone at the rate $Q_{ent}$. By continuity, this is also the rate at which air is supplied to the occupied zone. If $(V-V_{oz})/(Q+Q_{ent}) < V_{oz}/Q_{ent}$ then a steady state approximation can be applied to the jet mixing zone, resulting in a concentration at the return duct equal to
For the system shown in Figure 4, this is also the concentration of the air that is delivered to the occupied zone. If we assume that the occupied zone is well mixed, then the differential equation describing the rate of change of concentration in the occupied zone is

\[ \frac{dc_{OZ}}{dt} = \left( \frac{1}{V_{OZ}} \right) \left[ \frac{Q_{ent}Q}{Q+Q_{ent}} \right] [c_{in} - c_{OZ}] \]  

(3)

This is identical to the equation that would result if the ventilation jet was added directly to the occupied zone with the ventilation rate

\[ \frac{Q_{ent}Q}{Q+Q_{ent}} \]

(4)

If \( \frac{Q_{ent}}{Q+Q_{ent}} \) is not equal to \( \frac{V_{OZ}}{V} \), \( \eta_{OZd} \) will differ from 0.63 even though the occupied zone is well mixed. Solving equation (3) one finds

\[ \eta_{OZd} = 1 - \exp \left( -\frac{\tau}{\tau_{OZ}} \right) \]

(5a)

\[ \frac{1}{\tau_{OZ}} = \left( \frac{1}{V_{OZ}} \right) \frac{Q_{ent}Q}{Q+Q_{ent}} \]

(5b)

Equation (5a) provides a method for calculating \( \tau/\tau_{eff} \) if \( \eta_{OZd} \) is known from short term experimental measurements. Evaluating equation (5) we find

\[ \frac{\tau}{\tau_{OZ}} = -\ln(1 - \eta_{OZd}) \]

(6)

A graph of equation (6) is shown in Figure 9. The fraction of ventilation air that short circuits to the return duct relative to what would have been supplied to the occupied zone if the entire room was well mixed is

\[ s_{a} = \frac{(1 - \eta_{OZd})}{0.63} \]

(7)

Removal Efficiency

The removal efficiency, \( \eta_{r} \), provides a measure of the ability of a ventilation system to remove pollutants before they mix with room air, and is based upon the same physical reasoning used in the definition of \( \eta_{d} \). The removal efficiency is defined to be the fraction of a pollutant source that is directly removed by the ventilation system during the time that one volume change is supplied to the control volume. Schematic and mathematical definitions of room average values of \( \eta_{r} \) are included in Figures 10 and 11. The removal efficiency
Figure 9 \( \tau/\tau_{oz} \) as a function of \( \eta_{oz_d} \)

Figure 10 Schematic showing physical meaning of \( \eta_r \).
\( n_r = \frac{1}{t} \int_0^t \frac{(Q + q) c_{\text{out}} - c_{\text{in}} Q}{q c_s} \, dt \)

Figure 11 Calculation of the average room value of \( n_r \).

Figure 12 Removal efficiency for perfectly mixed flow.
The removal efficiency does not make physical sense when applied to subvolumes of a room which do not contain pollutant sources. However, it is possible to define a pollutant delivery efficiency $\eta_D$, which measures the fraction of a pollutant source which is added to a room subvolume during the time that one volume change is supplied to the room. The pollutant delivery efficiency for a room is

$$\eta_D = 1 - \eta_R = (c - c_0)Q/qc_s$$  \hspace{1cm} (8)
where $c$ is the average concentration in the room at $t=t_\tau$.

The pollutant delivery efficiency for the occupied zone is

$$\eta_{OZP} = \frac{[(c_{OZ} - c_{O})Q/qCS]}{(V_{OZ}/V)}$$  \hspace{1cm} (9)

In equation (10), $c_{OZ}$ is the average concentration in the occupied zone at time $t=t_\tau$. For a room in which the entire volume is perfectly mixed,

$$\eta_{OZP} = 0.63(V_{OZ}/V)$$  \hspace{1cm} (10)

For a ventilation system with the same two zone structure as was used in the derivation of equation (5),

$$\eta_{OZP} = (\frac{\tau_{OZ}}{\tau}[1-\exp(-\frac{\tau}{\tau_{OZ}})]$$  \hspace{1cm} (11)

As in the case of air delivery, a stratification factor can be defined for pollutant delivery that measures the effective pollutant source strength in the occupied zone relative to the source strength for a perfectly mixed flow.

$$s_p = (1/0.63)(V/V_{OZ})\eta_{OZP}$$  \hspace{1cm} (12)

Solving for the steady state concentration in the occupied zone for the two zone flow described above and simplifying with the use of equations (7), (11), and (12) produces the result

$$(c_{OZ} - c_{O})Q/qCS = s_p/(1+s_A)$$  \hspace{1cm} (13)

Equation (13) demonstrates that $s_p$ and $(1+s_A)$ provide a direct measure of the effective source strength and the effective ventilation rate relative to a room that is perfectly mixed.

**CONCLUSIONS**

Two new ventilation efficiency definitions, the displacement efficiency ($\eta_d$) and the removal efficiency ($\eta_r$), have been used to analyse the performance of a ventilation system with ceiling based supply and return ducts. Comparisons are made with age of air and removal effectiveness concepts. These new ventilation efficiency definitions have a number of advantages over previous methods including being based on short term measurements and having well defined limits which can be used to determine the magnitude of experimental errors. The ventilation efficiency definitions are suitable for both laboratory and field studies, and can
be interpreted in terms of effective ventilation rates and pollutant source strengths, thereby providing direct physical insight into ventilation system performance.
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Discussion

Paper 4

D. Harrje (Princeton University, USA) Would you place recirculation in perspective with relation to short circuiting, perfect mixing and displacement flow, when in many cases 4/5 of supply air may be recirculated?

R. Anderson (Solar Energy Research Institute, USA) The work by Janssen and Woods referenced in the paper makes it possible to determine an "effective" short circuiting value for the ventilation system, as a function of the room short circuiting level and the recirculation rate. Because part of the short circulated air is re-supplied to the room, systems with high recirculation proportions are less sensitive to short circuiting at the room level than systems which use 100% outside air. Additional research is required to compare the relative performance of displacement and mixing systems that use recirculation, but it seems clear that recirculation will tend to smooth out concentration non-uniformities in both cases.

R. Grot (National Bureau of Standards (USA) (a) How often is ventilation effectiveness important - is this a real or imaginary problem? (b) How rigorous were the similarity relationships which you used for your scale tests?

R. Anderson (Solar Energy Research Institute, USA) (a) An adequate balance between ventilation and indoor air quality is required to maintain acceptable indoor air quality. The objective of ventilation efficiency analysis is to produce a quantitative measure of ventilation performance with respect to air delivery and pollutant removal. Measurements to date suggest that there are significant variations in performance as a function of ventilation system design. (b) Our scale experiments exactly reproduce the flows in a full scale room with the same boundary conditions during isothermal tests. Ventilation jet and source buoyancy effects are modelled with an accuracy of +/-10 to 20%. During our tests we did not attempt to model thermal sources, such as heaters.

W. Raatschen (Dornier Systems, W. Germany) (a) Is there a difference between your definition of displacement efficiency and the commonly defined "air exchange efficiency" (Sandberg, Skaret etc.)? (b) How can you draw conclusions from measuring tracer gas concentrations in the exhaust on the concentrations in the occupied zone? Don't you obtain information about the whole volume of air passing through the room?

R. Anderson (Solar Energy Research Institute, USA) (a) Yes. Displacement efficiency is based upon control volume analysis over the time that one volume change is supplied to the control volume. Air exchange efficiency is the ratio of local age of air to the age of air for a perfect displacement system. (b) Conclusions about the occupied zone were based upon local concentration distributions. Concentration measurements taken in the exhaust were used to determine room average values.
W. Fisk (Lawrence Berkeley Laboratory, USA) Your ventilation efficiency definitions are attractive because the practising engineer may be able to understand them. Have you thought about procedures for measuring these parameters in real commercial buildings, where the nominal time constant is not known in advance? There are usually multiple air handling units and air flow may vary with time.

R. Anderson (Solar Energy Research Institute, USA) Our ventilation efficiency analysis requires knowledge of the ventilation rate, which can be measured using standard pressure drop or anemometry techniques. The efficiency measurements have well defined limits that can be used to determine the magnitude of experimental error. As with any experimental measurement, the errors are expected to be larger in the field than in the laboratory.
VENTILATION STRATEGIES IN THE CASE OF POLLUTED OUTDOOR AIR SITUATIONS

Lutz Trepte
Dornier-System GmbH
Postfach 13 60, D-7990 Friedrichshafen 1
Federal Republic of Germany
SYNOPSIS

In former times outdoor air was implicitly equated with fresh air as it was assumed that the mixing and rarefaction process involved with ventilation would always lead to an improvement of indoor air quality. Recently, however, this assumption of "clean" outdoor air quite frequently proved to be wrong. The situation becomes disquieting when the concentration of pollutants like sulfur dioxide, carbon monoxide, hydrocarbons and the like, in outdoor air is higher than in indoor air, since in this case, ventilation no longer makes any sense. The situation becomes critical when pollutant concentration in outdoor air reaches a level which reduces the well-being of the persons living in a building or even involves health risks as a result of air change (in the form of infiltration or ventilation) between building interior (internal environment) and outside environment.

Examples of such situations are smog, the after-effects of the nuclear power plant accident in Tshernobyl, the escape and dispersion of chemical substances after transportation accidents, and other harmful incidents. There is a pressing need to reflect on the potential type and effect of such events and to develop technical, operational and organizational measures which must be taken with mechanical ventilation units in the case of polluted outdoor air situations. In the Federal Republic of Germany, committee 3816 of the VDI Verein Deutscher Ingenieure, (Association of German Engineers), "RLT-Anlagen bei belasteten Außenluftsituationen" (Mechanic ventilation in the case of polluted outdoor air situations) was established with the aim of focusing on this subject.
In the case of polluted outdoor air situations, pollutants, as a result of infiltration or ventilation, infiltrate the building interior via mechanical ventilation units or leaks on the building. Time depending concentration of these pollutants in outdoor and indoor air, as a rule, develops quite differently. To avoid health risks, technical measures like filtering, catalytic elimination of pollutants and the like, operational (e.g. switch-off of ventilation units in the of high pollutant concentration in outdoor air; switch-on when the outdoor level has dropped below the indoor level, etc.) and organizational measures (forecasts including preventive measures like emission reduction through vehicle traffic restriction, etc.) must be considered and combined in practical application. A polluted outdoor air situation is present when a ventilation process leads to the intake of pollutants in the interior and to the enrichment of these pollutants to an unacceptably high concentration. The definition of the term "unacceptably high concentration" could be defined, for instance, in accordance with the MAK* values. The measures to recommend will primarily depend on the specific outdoor air situation, type and quality (leaks) of the building, and the type of mechanical ventilation unit in use.

* maximum allowable concentration at workplaces, recommendations in the Federal Republic of Germany
1. **POLLUTED OUTDOOR AIR SITUATIONS**

Measures designed to counteract the adverse effects of polluted outdoor air situations via mechanical ventilation units primarily depend on the type of situation. The following four categories are discriminated:

1. **Normal case**: Regional differences in outdoor air composition have only a minor effect on the outdoor rate required for ventilation.

2. **Meteorological incidence**: Temporary inversion situation causes smog.

3. **Accidents**, e.g. release of chemical substances—during traffic accident.

4. **Increased emissions limited in the time and region**

In view of the subject to cover, categories 2 and 3 are particularly interesting. A smog situation in 1962 in Germany in the federal state of North Rhine-Westphalia causing 156 additional casualties, eventually triggered so-called smog decrees which are valid in several states. These smog decrees include emission-reducing measures but do not provide any information on how to use mechanical ventilation units in such a case. Recently, several such incidents were reported, e.g. the release of toxic gas clouds during the production or transportation of chemical substances as a result of leaks or wrong system handling. This is but one example of a wide spectrum of possible incidents. Categories 1 and 4 will only play a minor role. Regionally varying carbon dioxide concentrations, for instance, are also measures under normal circumstances. This has only a minor effect on the
outdoor air rate which is needed to maintain carbon dioxide concentration in indoor air below a defined value. Category 4 comprises incidents in which polluted emissions are limited in time and region, e.g. higher traffic volumes in the centre of cities.

Apart from meteorological and geographic constraints, the dispersion mechanisms and interaction between outside environment and interior, the necessary measures depend on the following parameters:

i) related to the incident
   a) duration of effect
   b) time-related development of effects (type and development of effect augmentation and decrease),
   c) area (number of inhabitants) affected by the incident,
   d) type of pollutants,
   e) intensity of effect (e.g. immission in ppm).

ii) related to the object
   a) type and operating mode of the mechanical ventilation unit,
   b) air change (tightness of building, meteorological effect, effect of the mechanical ventilation unit),
   c) type and utilization of the building and behaviour of occupants.

The items indicated under ii), especially a) and b), in conjunction with i) make evident that different types of building must be discriminated to address the problem:
a) residential building

b) office building and work-rooms as specified in Arbeitsstätten-Richtlinien* (ASR),
c) Schools, lecture halls and assembly rooms,
d) hospitals.

Table 1 compares the incident-related parameters which characterize outdoor air situations and influence the measures to take with the principal outdoor air situation categories.

<table>
<thead>
<tr>
<th>situation</th>
<th>approximate length of time</th>
<th>frequency</th>
<th>progress with time</th>
<th>area involved usually</th>
<th>typical pollutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>meteorological incidence, as smog etc. (cat. 2)</td>
<td>days</td>
<td>seldom, about once or twice a year</td>
<td>concentration level nearly constant (plateau)</td>
<td>greater area, city</td>
<td>definable: SO₂, NOₓ, CO, dust, particles</td>
</tr>
<tr>
<td>accidents, e.g. release of chemical substances (cat. 3)</td>
<td>hours to days</td>
<td>not predictable</td>
<td>fast changes with time, peaks</td>
<td>in most cases small</td>
<td>different, depending on case</td>
</tr>
<tr>
<td>increased emission, e.g. during rush hours (cat. 4)</td>
<td>hours</td>
<td>very often at special places as cities etc.</td>
<td>concentration level nearly constant (plateau)</td>
<td>in most cases small</td>
<td>definable: CₓHᵧ, NOₓ etc.</td>
</tr>
</tbody>
</table>

Table 1:
Polluted outdoor air situation and parameters characterizing various pollution cases

* workplace guideline in the Federal Republic of Germany
2. AIR QUALITY, RELATION BETWEEN OUTDOOR AND INDOOR AIR QUALITY

The commonly applied criterion to indoor air quality is still carbon dioxide concentration (CO₂). Pettenkofer (1) recommended 0.1 % by volume as the max. allowable limit for indoor air. It is true that we know by now that carbon dioxide is a good indicator of body odours and has therefore been incorporated with some justification in many international standards, but Pettenkofer already advocated 130 years ago that air quality could be described much better using the portions of chemical and, in particular, organic foreign matter. Despite these early findings we still do not have a generally applicable and recognized measure of assessment. At the time of Pettenkofer, no appropriate, or at least no reliable measurement techniques for organic compounds were available. Today, it is rather the multitude of chemical substance determined and, to a large extent, the ignorance of their medium- and long-term effects on human organism which hampers the determination of defined substances and maximum values. Recommendations for the handling of mechanical ventilation units in the case of polluted outdoor air situations can only be reasonably substantiated when desired indoor air situations are clearly defined.
A procedure in line with MIK* values (2), MAK values (3), biologische Arbeitsplatztolleranzwerte** (BTL) or resulting from the Gefahrstoffverordnung*** (4), would be conceivable. These recommended values, however, refer to situations or groups of persons who are not affected at all or only to a minor degree by this subject. As long as terms like "recommended, desired, or acceptable indoor air quality" are not defined the maxim in the case of polluted outdoor air situations must be to maintain pollutant concentration in indoor air distinctly below pollutant concentration in outdoor air. Pollutant concentration, in fact, should be so low that no health hazards are expected for risk groups (e.g. persons suffering from cardiac/circulatory diseases, chronic respiratory diseases, and the like) or sensitive groups (senior persons, babies, etc.)

Infiltration and ventilation always leads to an exchange between outdoor and indoor air. In the case of polluted outdoor air situations, pollutant concentration in indoor air will rise the faster and higher

. the higher pollutant concentration is in outdoor air,

. the higher air change n per hour is as a result of infiltration and/or ventilation, and

. the more effective the mixing is of polluted outdoor air with indoor air ("ventilation efficiency").

* maximum immission concentration
** biological workplace tolerances
*** hazardous material regulations in the Federal Republic of Germany
A first step towards relief from a polluted situation thus consists in emission reduction, a measure provided e.g. in the so-called smog decrees.

Another step consists in all measures designed to decrease air change between the inside and outside. Such an air change depends on leaks in the building envelope, meteorological constraints like wind speed and temperature difference between inside and outside, operating method of the mechanical ventilation unit and user behaviour. Table 2 shows rough comparative values of the hourly air change $n$ for a few examples.

<table>
<thead>
<tr>
<th>Case</th>
<th>hourly air change $n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;tight&quot; buildings*), average weather cond.</td>
<td>0.1 - 0.3</td>
</tr>
<tr>
<td>&quot;untight&quot; building*), average weather cond.</td>
<td>0.4 - 0.8</td>
</tr>
<tr>
<td>mechanical ventilation, tight building</td>
<td>0.6 - 0.8</td>
</tr>
<tr>
<td>frequent window ventilation</td>
<td>av. 1.2 - 1.5</td>
</tr>
<tr>
<td>cross ventilation</td>
<td>1 - 3</td>
</tr>
<tr>
<td>window ventilation with wind and temperature</td>
<td>2 - 10</td>
</tr>
</tbody>
</table>

*) not including additional window ventilation

Table 2:
Hourly air change with a few selected examples

Depending on the individual constraints, these values may vary heavily.
An approximate value is that, with simple hourly air change, pollutant concentration in indoor air reaches the outdoor air concentration level after approx. 4 to 5 hours, on the assumption that the pollutant had not been present in the indoor air when the air change took place. Given an air change of \( 0.5 \, h^{-1} \) and the same assumption, the value is 8 hours and with an air change of \( 0.1 \, h^{-1} \) it is between 30 and 40 hours.

In practice, conditions, however, are quite different, adsorption and desorption processes play a role, pollutant concentration in indoor air, as a rule, is not zero and certain pollutant sources are also present in a building. As a result, pollutant concentration in indoor air may well rise beyond the outdoor air level (5).

In most cases of polluted outdoor air situations, the pollutant concentration in indoor air will rise as a function of air change with outdoor air (fig. 1). The lower the air change the slower is the rise in indoor air concentration. In the case of smog situations, for instance, concentration in the outdoor air will remain at much the same level throughout several days \( (t_1 - t_2) \). At \( t_3 \) the recommended concentration limit in indoor air could be exceeded. At \( t_4 \) indoor and outdoor concentration is the same. From \( t_5 \) onward, outdoor air concentration falls below the recommended limit. Basically, the ventilation effect becomes effective from \( t_4 \) onward (improved indoor air through air change), and from \( t_6 \) onward, indoor air once again complies with requirements.
Figure 1: Diagram of pollutant concentration in indoor and outdoor air with polluted outdoor air situations.

From this diagram the following principles can be established as countermeasures against polluted outdoor air situation:

1. Upon the occurrence of a polluted outdoor air situation, air change between the inside and outside should be minimized (slow rise of pollutant concentration in indoor air).

2. In the case of a major air change, pollutant concentration in indoor air can be reduced by filtering, catalytic oxidation and the like if appropriate technical facilities are used. Infiltration rate must be minimized.
3. The interval between $t_3$ and $t_6$ should be minimized to prevent that the recommended maximum values are exceeded. This interval, if it occurs at all in the case concerned, can be reduced by performing intense ventilation (high air change) only after outdoor air concentration has dropped below the recommended maximum value. It can also be reduced by delaying $t_3$ as long as possible (see items 1 and 2).

4. The smaller the difference $t_2 - t_1$ and the lower the maximum value $C_m$ of pollutant concentration in outdoor air, the smaller is the probability that pollutant concentration in indoor air will exceed $C_0$.

3. TECHNICAL MEASURES

Accordingly, recommendations for the design and operation of mechanical ventilation units in the case of polluted outdoor air situations depend on a variety of conditions and parameters (especially section 2). Generalizations are only conditionally admissible even though it would be in line with prevention efforts and aversion of hazards to design and structure clear and unambiguous action catalogues which could be immediately applicable in practice in the case of a polluted air situation. The following statements can be made without anticipation the results of VDI committee 3816 "RTL-Anlagen bei belasteten Außenluftsituationen":

1. In the case of a polluted outdoor air situation, any emissions inside which as immission in the outdoor air contribute to the polluted outdoor air situation, should be avoided or reduced. In smog periods this would mean, amongst others,
that smoking and the operation of open fireplaces like gas stoves and furnaces in rooms should, at least, be reduced. They are CO sources whose contribution to increased CO concentration has been proved (5).

2. In the case of polluted outdoor air situation, air change between inside and outside should be reduced as far as possible and allowable. This means: switching off mechanical ventilation units, closing the windows, and the like. Such measures are particularly recommended for brief polluted outdoor air situations. The associated rise of CO₂ level, indoor air humidity and other factors above the normally applicable criteria (e.g. Pettenkofer number) must and should be accepted.

3. In the case of extended polluted outdoor air situations, the measures indicated in 2. should be complemented by filtering or other types of separation (e.g. scrubbing of SO₂) or elimination of the pollutants. A descriptive example is the filtering of radioactive aerosols and dust following the Tshernobyl accident which, however, entails the problem of appropriate filter disposal.

The filters commonly installed in mechanical ventilation units, however, do not retain gaseous matter. Special filters would have to be provided for gaseous matter. For such measures to be useful, however, it would be necessary for the building envelope to present no leaks and
for the supply air to actually run via the additional equipment. Attention must be paid to the fact that the scrubbers used in mechanical ventilation units are not optimized for $SO_2$ precipitation.

4. In the case of polluted outdoor air situations, the circulated air volume must be stepped up. Minimum requirements posed to indoor air quality must be observed (6).

4. **CONCLUDING REMARKS**

Time is ripe for researchers and engineers to increasingly direct their efforts, apart from the outdoor environment, to the problems of indoor air quality and indoor air flow. Outdoor environment and interior are correlated via several operation mechanisms so that they can not be studied as separate entities. Various incidents and even accidents in the recent past make it necessary to develop and propose measures which must be taken in the case of polluted outdoor air situations. This paper is designed to provide an overview of the pending problems and the approaches to take. Of course it is important to avoid anything that may lead to polluted outdoor air situations. The various measures discussed, basically demand continuous outdoor and indoor air measurements in order to implement an optimum strategy. In practical application, however, such an expenditure is only feasible to a limited degree. Simple, clear and effective measures are called for.
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Paper 5

O. Nielsen (Ministry of Housing & Building, Denmark) When outdoor pollution is heavy ventilation should be minimised and a higher CO2 accepted. What limits would you suggest under these conditions?

L. Trepte (Dornier System GmbH, W. Germany) The dominant basis for the German ventilation standards is to limit CO2 concentration to a maximum of 1000 ppm. MIK and MAK values give higher values (for industrial exposure). In the case of special polluted outdoor situations (e.g. smog) when the risk to people is higher, an acceptance of higher CO2 levels might be recommended, in accordance with the guidelines mentioned above. Up to now there are no defined recommendations for smog, although an upper limit of 2500 ppm might be acceptable. Lower ventilation rates might also lead to complaints of odour.

W. De Gids (TNO Division of Technology for Society, Holland) Are the indoor concentration levels for chemicals already established in Germany?

L. Trepte (Dornier System GmbH, W. Germany) No, not within the ventilation standards, although there are recommendations for some substances such as formaldehyde: the Federal Health Office has set a limit at 0.1 ppm. For other cases, such as workshops, we have limiting values defined by "maximum allowable concentrations" (MAK-Werte) and "biological workplace tolerances" (BTL-Werte) for exposure to chemicals during the normal working day (typically 8 hours/day). However we do need a definition for "acceptable indoor air quality" (for the office environment).
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1. **SYNOPSIS**

Ventilation produced by fluctuating pressure differences across a building appears to have received little attention. Such fluctuations are produced by gustiness of the wind or turbulence in the flow around a building.

An experimental study has been performed on a laboratory model to investigate unsteady flows through apertures simulating those in the fabric of a building. Independent variables investigated were the mean pressure difference ($\bar{p}$) across the aperture and the amplitude ($\Delta p$) and frequency ($f$) of a superimposed fluctuating pressure difference to give $p(t) = \bar{p} + \Delta p \sin 2\pi ft$. The relative amplitude ($\Delta p/\bar{p}$) range covered was 0.2 to 0.97 and the frequency range was 0.02 to 0.6 Hz. A number of aperture geometries has been investigated.

Measurements were made of instantaneous pressure difference across the aperture, air flow rate into the plenum chamber supplying the aperture and velocity of air issuing from the aperture. The relationship between pressure difference and flow was characterised by a discharge coefficient, ($C_d$). $C_d$ values based upon the instantaneous measurements were plotted throughout a flow cycle for each operating condition. This produced a $C_d$ loop, the size of which depended upon $\Delta p/\bar{p}$ and the Strouhal number. Time-averaged flows were characterised by two $C_d$ values, based upon root mean pressure difference and the mean pressure difference, respectively. Measured values of $C_d$ were compared with the results of a theoretical analysis which predicted successfully the general features observed.
LIST OF SYMBOLS

- $A$ - cross-sectional area (m$^2$)
- $C_C$ - coefficient of contraction
- $C_d$ - discharge coefficient
- $C_{ds}$ - discharge coefficient for steady flow
- $C_f$ - skin-friction coefficient
- $D$ - diameter of circular cross-section aperture (m)
- $f$ - fluctuation frequency (Hz), $= \omega/2\pi$.
- $k$ - friction factor
- $l$ - distance from vena-contracta to end of aperture (m)
- $L$ - length of aperture (m)
- $l$ - inertial equivalent length (m), see equation 2.
- $m$ - mass (kg)
- $p$ - pressure (Pa)
- $p_m$ - mean pressure (Pa)
- $p_o$ - amplitude of fluctuating component of pressure (Pa)
- $r$ - space coordinate in radial direction
- $R$ - relative flow rate amplitude ($= \dot{V}_o/\bar{V}$)
- $R_g$ - characteristic gas constant (kJ/kg K)
- $p_P$ - relative pressure amplitude ($= P/P_m$)
- $St$ - Strouhal number ($St = fD/v = \omega D^3/8\bar{V}$)
- $St^*$ - modified Strouhal number ($= St l/D$)
- $t$ - time (s)
- $T$ - absolute temperature (K)
- $v$ - velocity (m/s)
- $\dot{V}$ - volume flow rate (m$^3$/s)
- $\bar{V}$ - mean volume flow rate (m$^3$/s)
- $\dot{V}_o$ - amplitude of fluctuating component of flow rate (m$^3$/s)
- $z$ - space coordinate in axial direction
- $\alpha, \beta$ - non-uniformity coefficients, see equation 8.
- $\gamma$ - ratio of gas specific heats
- $\rho$ - density (kg/m$^3$)
- $\tau$ - skin-friction (N/m$^2$)
- $\omega$ - radian frequency (s$^{-1}$)
3. INTRODUCTION

An aspect of building ventilation which is still not well understood is the effects of fluctuations in the external pressure. These fluctuations arise from gustiness of the wind approaching a building and unsteadiness in the separated flows around it.

The effective ventilation rate through an aperture will depend upon its geometry and upon the frequency of pressure fluctuations and on the ratio of their amplitude to the mean differential across the aperture. The relationship between a fluctuating pressure differential and flow through a plane aperture has been investigated by Earles and Zarek (1963), Karim and Rashidi (1972), and Mohammad and Mottram (1981), in relation to pulsating flow measurement with an orifice-meter. Because this relationship is non-linear, published work has concentrated mainly on the correction factors required to allow a correct mean flow rate to be inferred from a measured fluctuating pressure differential.

The broad objective of the present work was to look at the pressure difference/flow relationship in more detail, both experimentally and theoretically. To date, investigations have been restricted to regular pressure pulsations of simple-harmonic form but without flow reversal.

4. EXPERIMENTAL STUDY

4.1 Test-rig and instrumentation

Experimental studies were carried out using the purpose built rig shown in Fig. 1 into which a variety of aperture geometries representative of those occurring in buildings can readily be introduced. This apparatus provides for the superimposition upon a mean differential of pressure, variations of the frequencies and amplitudes typical of those likely to arise in the field. It was designed to permit modifications to allow representation of (a) flow reversal during the cycle of pressure variation and (b) a cross-flow on one or both sides of the aperture.

The inset in Fig. 1 shows the method used to produce a periodic fluctuation in the pressure generated by a constant speed fan: a motor driven disc rotates at constant speed about a point (marked +) eccentric to the centre of a circular aperture.
By changing the speed of rotation and the degree of eccentricity a variety of fluctuations can be generated about a mean pressure differential between the plenum chamber and atmosphere.

Air passes into the plenum from a plastic tube of diameter 55mm which contains screens and a flow straightener to improve the quality of flow before flow measurement. This is achieved using a velocity transducer (TSI, model 1610-13) which was calibrated against a series of standard orifice meters which were introduced into the supply tube well upstream of the transducer. This provided a relationship between transducer signal and volume flow rate into the plenum chamber.

Pressure within the plenum is measured with a single-ended transducer (Gaeltec, model 3CT). Outflow from the aperture is to atmosphere, so the measured pressure is also the pressure differential across the aperture. The discharge coefficient for the aperture under test was calculated from instantaneous values of pressure difference, $\Delta p$, and flow, using:

$$C_d = \frac{\dot{V}}{A_o(2\Delta p/\rho)^{1/2}}$$

Velocity measurements were also made at the aperture outflow and velocity coefficients determined, but these results are not reported here. All data were digitised and stored in a microcomputer for subsequent processing.

4.2 Results

Results are presented for 3 aperture geometries all of circular cross-section, with diameter, $D = 25$mm. The first is a plane square-edged orifice; the other two are of cylindrical form with length $L$ to give $L/D = 1$ and 10, respectively. Tests were carried out for inertia dominated flows with mean flow. Reynolds numbers in the range 7,000 to 24,000 and fluctuation frequencies form 0.02 to 0.6 Hz.

Figure 2 shows the values of the discharge coefficients under steady flow conditions, for the three aperture geometries, as functions of the volume flow through the aperture. The anticipated variations in $C_d$ at low Reynolds numbers, are shown in Fig 2 and these are succeeded by generally more uniform values at higher Reynolds numbers. Note that the reattachment and pressure recovery achieved in the short tube ($L/D = 1$) increase the flow achieved for a particular
pressure differential by some 25 per cent, in comparison with the flow through a simple orifice. The outflow through the long tube \((L/D = 10)\) is also greater than that through a simple orifice, for a specific driving pressure, although friction in the tube has reduced the outflows from the short-tube values.

The simplest modelling of non-steady flow through these apertures is, of course, the hypothesis that the curves of Figure 2 are accurately traced during each cycle. The results of this investigation can most readily be presented as process paths in the plane \(C_d\) vs driving pressure or flow rate.

Figure 3 displays traces representing the three variables measured in the non-steady flow tests. As would be expected, in view of the smooth area variation provided by the interrupter disc in the inlet pipe, the variations of the three quantities are relatively smooth, with the pressure waveform being approximately sinusoidal. Signal noise arises from some disturbances within the flow, mechanical vibration transmitted from the fan and instrumentation electronics.

Figure 4 shows the effect of frequency for the long tube \((L/D = 10)\) on the values of \(C_d\) plotted against driving pressure throughout the flow cycle. The driving pressure, \(p\), comprises a mean and harmonic component, viz: \(p = p_m + p \sin \omega t\). At aperture outlet the pressure is atmospheric, thus the driving pressure is also the pressure difference across the aperture. The ratio of fluctuating pressure component amplitude to mean pressure \(R_p\) was held constant at approximately 1, for the tests in Fig. 4. The results for the two lower frequencies (Fig 4a and b) display an interesting feature, namely, that the values of \(C_d\) for high pressure differentials, say, 250 to 350 Pa \((C_d = 0.77)\) are higher than the corresponding steady-flow values for the long-tube case shown in Figure 2 \((C_d = 0.75)\).

As would be expected, the variations of \(C_d\) depart more markedly from a uniform value as the frequency of the flow fluctuation increases. However, even at the lowest frequency considered, 0.05 Hz, there are departures from the near-steady-state value. Note that the long-tube steady-state values presented in Figure 2 show no significant variation in the flow range \(\dot{V} \geq 3 \text{l/s},\) corresponding to \(p > 40\) Pa. Hence, the response for low pressure differentials must be attributed to some effect of non-steadiness, either in the flow itself or in the instrumentation system.

Figures 5(a) to (d) show the effect of a progressive increase in the amplitude of the imposed pressure variation \((R\) range from 0.16 to 0.93). For
the lowest amplitude (Figure 5(a)) the value of the discharge coefficient remains sensibly constant throughout each cycle, and throughout the three cycles considered. The mean value of $C_d$ is, however, a little higher (0.77 compared with 0.75) than the steady-state value of Figure 2.

The measurements of Figures 5(b) and (c) are less closely bunched for any one cycle and, what is more, display a degree of variability from one cycle to the next. Finally, the results for the highest amplitude, Figure 5(d), are widely spread, although the cycle-to-cycle variation is only moderate.

Figures 6(a) to (c) present variations of the discharge coefficient for closely similar pressure variations imposed across the three aperture geometries. In each case the values of $C_d$ have been normalised by division by a value of $C_d$ representative of steady, high Reynolds-number flow, the values chosen being 0.62 for the orifice, 0.76 for the short tube configuration, and 0.74 for the long tube. As might be expected, the results for the orifice plate and short-tube are rather similar, although the variation in $C_d$ around the cycle is somewhat less for the short-tube. The variation in the discharge coefficient is considerably greater when the long tube is affixed at the exit. This behaviour can be ascribed to the enhanced role of inertia, the considerable column of air in motion within the tube possessing a 'memory' of the pressure differentials pertaining earlier in the cycle. The theoretical analysis which follows develops this idea in a more explicit fashion.

5 THEORY

The model considered is shown in Fig.7. It consists of a large reservoir in which a fluctuating pressure ($p_1(t)$) drives a flow ($\dot{V}(t)$) through an aperture of cross-sectional area $A_o$. Downstream of the opening the pressure is $p_2$ and may also fluctuate, although it was held constant in the tests reported here.

The pressure difference/flow relationship for the flow geometries investigated experimentally can be characterised by a discharge coefficient, $C_d$. This coefficient is defined in the usual way as:

$$C_d = \frac{\dot{V}}{A_o \left[2(\dot{p}_1-\dot{p}_2)/\epsilon \right]^{1/2}} \quad (1)$$
and is taken to apply to both steady and unsteady (based on instantaneous values) flows.

Two cases are considered: a plane aperture (orifice) as shown in Fig. 7a and a cylindrical aperture which is assumed long enough for internal flow reattachment to occur (Fig. 7b). Whilst there are features in common, the two cases are treated separately, for clarity. In both cases results are derived for instantaneous and averaged discharge coefficients in terms of prescribed single harmonic flow waveforms. The flow path lengths through the apertures are small compared with the flow pulsation wavelengths; accordingly the flow is treated as incompressible.

5.1 (a) Plane Aperture (Orifice, Fig. 7a).

The theoretical results for $C_d$ is derived as follows: initially, considering the flow to be inviscid, the equation of motion is:

$$-rac{1}{ho} \frac{\partial p}{\partial z} = \frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial z} + v_r \frac{\partial v_x}{\partial r}$$

It is assumed that $v_x$ can be written as $V/A$, where $A$ is the local flow cross-section, which is assumed to be time invariant. Integration with respect to $z$ between stations 1 (reservoir) and 2 (vena contracta) yields:

$$\left( \frac{h_1 - h_2}{\rho} \right) = \frac{L}{A_o} \frac{dV}{dt} + \frac{V^2 (1 + k)}{2 (C_c A_o)^2}$$

$L$ is defined as $A_o \int \frac{dz}{A}$ and the coefficient $k$ is introduced to allow for frictional effects in the flow. $C_c$ is the coefficient of contraction at the vena-contracta. Eliminating $p_1 - p_2$ between equations (1) and (2) produces the result:

$$C_d^2 = \frac{\dot{V}^2 / 2 A_o^2}{\frac{L}{A_o} \frac{d\dot{V}}{dt} + \frac{\dot{V}^2 (1 + k)}{2 (C_c A_o)^2}}$$

For steady flow this reduces to:

$$C_d^2 = C_c^2 \left( \frac{1}{1 + k} \right) = C_{d,s}^2$$
Some insight into the dependence of $C_d$ upon parameters of the flow can be obtained by assuming a periodic flow of the form:

$$\dot{V} = \overline{V} + \dot{V}_o \sin \omega t$$

It should be noted, however, that in our laboratory model tests the applied pressure difference, $p_1 - p_2$, was made to be of sinusoidal form. The flow waveform is prescribed for the theoretical model in order to allow an analytical solution for $C_d$. Substitution for $\dot{V}$ into equation (3) then yields:

$$C_d = \left\{ \frac{1}{2R \dot{V}_o \omega \cos \omega t} + \frac{1}{(1 + R \sin \omega t)^2 C_{ds}} \right\}^{1/2}$$

where $R = \dot{V}_o / \overline{V}$. The use of $\dot{V}$ results in a modified Strouhal number, $St^* = \omega A \dot{V} / \overline{V}$. For the experimental study, the ordinary Strouhal number, $St = fD/\overline{V}$ is used. The two parameters are related as follows: $St^* = St L/D$.

This result allows the calculation of $C_d$ values throughout a flow cycle. The degree of variation throughout a cycle gives an indication of the errors that would arise from using the steady flow value of the discharge coefficient ($C_{ds}$), thereby treating the flow as quasi-steady. Forming the ratio $C_d / C_{ds}$ facilitates comparison between apertures of differing geometry, as was shown for the experimental results in Fig.6. The theoretical results are shown in Fig.8 and were obtained by re-arranging equation (5) to give:

$$\frac{C_d}{C_{ds}} = \left\{ \frac{1}{1 + \frac{2C_{ds}^2 R \dot{V}_o \omega \cos \omega t}{(1 + R \sin \omega t)^2}} \right\}^{1/2}$$

5.1 (b) Cylindrical Aperture (Fig.7b)

The pressure difference between station 1 and the vena contracta ($v$) can be written in the same form as equation (2):

$$\left( p_1 - p_v \right) / \rho = \frac{\rho}{A_z} \frac{d\dot{V}}{dt} + \frac{\dot{V}^2 (1 + k')}{2 (C_e A_z)^2}$$
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The prime added to \( \mathcal{L} \) and \( k \) denotes the different inertial and viscous effects which arise from the presence of a solid boundary between the reservoir and vena-contracta.

Application of the momentum equation to a control-volume encompassing all fluid in the aperture between the full cross section at the vena-contracta and aperture exit yields:

\[
(h_v-b_z)A_z = \alpha J_0 \pi D \ell + \epsilon \dot{V}(v_z-v_v) + \epsilon V_B \frac{dV}{dt} \tag{8}
\]

where \( J_0 \) is the skin friction produced by fully developed flow and the coefficient \( \alpha \) allows for the non-uniformity of the flow field. There is assumed to be no net momentum flux into the control volume from within the separation 'bubble'. Hence entering momentum is given by \( \rho \dot{V} v_v \), where \( v_v = \dot{V}/C_A A_z \). The last term on the right in equation (8) represents the rate of change of momentum of fluid within the control volume (volume, \( V = \pi D^2 \ell \)) expressed in terms of the space-average velocity \( v_z = \dot{V}/A_z \). The coefficient \( \beta \) allows for the non-uniform velocity distribution within the control volume.

Re-arranging equation (8) and writing \( J_0 \) in terms of a skin friction coefficient \( C_f \) \( (= \frac{J_0}{\frac{1}{2} \rho \dot{V} v^2}) \) gives:

\[
\frac{h_v-b_z}{2A_z^2} = \frac{\rho \dot{V}^2}{2A_z^2} \left[ 4\alpha C_f \ell + 2(1-\frac{A_1}{C_c}) \right] + \frac{\rho \dot{V}^2}{A_z^2} \frac{d\dot{V}}{dt} \tag{9}
\]

Addition of equations (8) and (9) yields an expression for \( p_1-p_2 \). Hence, by substitution for \( p_1-p_2 \) into equation (1) and putting \( A_o = A_z' \), the following result is obtained

\[
C_d = \left\{ \frac{1}{\frac{4}{C_d^2} + 2(1+\beta)(\ell + \beta \ell)A_z \frac{d\dot{V}}{dt}} \right\}^{1/2} \tag{10}
\]

Again, for the prescribed flow \( \dot{V} = \dot{V}_o \sin \omega t \), equation (10) gives

\[
\frac{C_d}{C_{d_s}} = \left\{ \frac{1}{1 + 2 C_d^2 R \text{St} \cos \omega t \left( \frac{1 + R \sin \omega t}{1 + R \sin \omega t} \right)^2} \right\}^{1/2} \tag{11}
\]
the same result as equation (6) except that the modified Strouhal number is defined by $St^* = \omega A_2 \ell / \nu$ and the inertial length is now $l_i = l_1 + l_e$.

The steady flow discharge coefficient is now given by

$$C_{d_s} = \frac{C_c}{\left[ 1 + l_e^2 + 4\alpha C_c^2 \beta \ell / D + 2C_c(C_c-1) \right]^{1/2}}$$

The middle 2 terms of the denominator in equation (12) represent friction effects, the last term represents pressure recovery due to spatial deceleration of the flow downstream of the vena contracta. The balance between friction effects and pressure recovery depends upon the ratio $L/D$ of the aperture.

5.2 Comparisons Between Theory and Experiment

Theoretical curves of $C_{d_s}/C_{d_0}$ for the three flow geometries tested are shown in Fig.8. Parameter values used are similar to those for the experimental results presented in Fig.6. The theory shows the same general features as the experimental results, particularly for the case $L/D = 10$. The predicted 'loop' size for the orifice case was, generally, smaller than that derived from experimental results. For the aperture with $L/D = 1$, the flat-bottomed characteristic of the loop is not predicted. This is probably related to the tube being insufficiently long for flow reattachment to occur continuously throughout the flow cycle.

A direct comparison between theory and experiment for the $L/D = 10$ aperture is shown in Fig.9. The 'inertial length', $(l_1 + l_e)/D$, is not a measurable quantity, and whilst a value of about 15 appears to be physically justifiable, it does not provide a very good fit with the experimental results which again produce a larger loop. As expected, higher values of this inertial parameter produce broader loops.

From equations (6) and (11) it is possible to identify, for a given value of the parameter $R$, the value of $RSt^*$ that would give a specified error in $C_d$ relative to $C_{d_0}$. Fig.10 shows the 5% error boundaries for the maximum and minimum $C_d$ values occurring in a flow cycle. The region below and to the left of each boundary would give errors below 5%. The corresponding experimental results, which are also
shown in Fig. 10, do not establish any clear pattern. As indicated above, $C_d$ loops from measured data are larger than predicted by theory. Therefore, the experimental results produce more conservatively located error boundaries than those obtained from equations (6) and (11).

5.3 Time-Averaged Discharge Coefficients

In addition to instantaneous values of $C_d$, time-averaged values may also be defined and determined by integration. For example, $C_d$ is defined as in equation (1), but using time-averaged values of both the flow and the square root of the fluctuating driving pressure difference, as follows:

$$
\overline{C_d} = \frac{\overline{V}}{\Delta_0 (2/\rho)^{\frac{1}{2}}} \left( \frac{\overline{p_1} - \overline{p_2}}{\frac{1}{2}} \right)^{\frac{1}{2}} \quad (13)
$$

Similarly, an rms discharge coefficient $\overline{C_{d_{\text{rm}}}}^2$ can be defined, again using equation (1), but this time based upon time-averaged values of the flow rate squared and the time-averaged pressure difference, as follows:

$$
\sqrt{\overline{C_{d_{\text{rm}}}}^2} = \left[ \frac{\overline{V^2}}{\Delta_0 (2/\rho)} \left( \overline{p_1} - \overline{p_2} \right) \right]^{\frac{1}{2}} \quad (14)
$$

If the flow rate is represented more generally as:

$$
\dot{V} = \overline{V} + \dot{V}'(t)
$$

then, from the measured fluctuating pressure difference, $p_1 - p_2$, it is possible to calculate the mean flow, $\overline{V}$, using $C_d$. Also the mean-squared fluctuating flow component may be calculated by using both $C_d$ and $C_{d_{\text{rm}}}$ as follows:

$$
(\dot{V})^2 = (2 \Delta_0^2 / \rho) \left\{ \overline{C_{d_{\text{rm}}}}^2 \frac{\overline{(p_1 - p_2)}}{\frac{1}{2}} - (\overline{C_d})^2 \left( \frac{\overline{p_1} - \overline{p_2}}{\frac{1}{2}} \right)^{\frac{1}{2}} \right\}
$$

Results for $\overline{C_d}$ and $\overline{C_{d_{\text{rm}}}}^2$ obtained from tests with the plane aperture over the full range of parameter values are shown in Fig. 11. The results are normalised with respect to $C_{d_{\text{as}}}$, taking a value appropriate for higher flow rates ($= 0.62$, see Fig. 2). An approximate value of the normalised time-averaged coefficients is 1.02 for both cases.
The somewhat greater scatter for tests at the lower mean pressure ($p_m = 28$ Pa) is thought to be partly due to a poorer signal to noise ratio at lower flows. Also the steady flow behaviour of $C_d$ is more variable at low flow rates and generally exceeds the value of 0.62 (Fig. 2).

As might be expected for coefficients derived from integrated results, there is a much weaker dependence on the unsteadiness parameters than is the case for the instantaneous $C_d$ data. Departures from the nominally constant values of $C_d$ and $\sqrt{C_d m}$ begin to occur at $R.St = 0.006$.

6 DISCUSSION

6.1 Effects of Finite Volume of Plenum Chamber

A plenum chamber of finite volume is desirable in order to produce a disturbance free flow-source upstream of the aperture (Fig. 1). In order to obtain the inflow waveform, measurements are made with an anemometer located in the tube supplying the plenum. A disadvantage of this arrangement is the facility for transient mass storage within the plenum due to the compressibility of air. This effect produces a flow cycle through the aperture which differs from that measured in the supply tube. Treating the process as an isentropic compression (or expansion) of an ideal gas yields the result for transient mass storage

$$\frac{dm}{dt} = \frac{V}{g} \frac{dp}{dt}$$

Variations in $dm/dt$ depend upon $dp/dt$, since $V/R_g T$ is sensibly constant. In the laboratory model, the driving pressure difference is given approximately by $p = p_m + p_e \sin \omega t$ so, clearly, $dp/dt$ is greater at higher frequencies and amplitudes.

The effect of this transient storage was examined in one test in which the plenum pressure signal was subjected to analogue differentiation and then recorded in parallel with the other instrumentation signals. The corrected volume flow rate through the aperture, $\dot{V}_2$, is then given in terms of the measured flow rate in the inflow tube, $\dot{V}_1$, by:

$$\dot{V}_2 = \dot{V}_1 - \frac{V}{\delta p} \frac{dp}{dt}$$
values based upon the measured and then upon the corrected flow rates are shown in Fig. 12. This test was at a relatively high frequency (0.6 Hz) and large amplitude \( R = p/p_m = 0.96 \) and, as a result, the corrected flow produces a larger \( C_d \) loop than from the measured flow.

6.2 Comment on unsteadiness effects

A somewhat surprising result from the experimental study is the apparently detectable effect of unsteadiness upon \( C_d \) at relatively low frequencies (e.g. \( f = 0.05 \) Hz and \( S_t = 10^{-4} \)) as shown in Fig. 4a. The question arises of the adequacy of instrumentation frequency response. The pressure transducer has a resonant frequency of several kHz in air, but the velocity transducer has a time constant of about 0.1s. Further tests are in progress to determine if there is a time-lag introduced in the inferred instantaneous flow signal which may distort the \( C_d \) result. Corrections for compressibility effects within the plenum tend to increase the area of the \( C_d \) loops (Fig. 12).

7 CONCLUSIONS

1. Pulsatile (but non-reversing) flows through a range of aperture geometries have been investigated.
2. The relationship between instantaneous pressure-difference and flow has been characterised by a discharge coefficient, \( C_d \). Hence, for a given flow cycle a \( C_d \) "loop" is formed; the width of the loop depends upon the relative importance of inertial effects in the flow.
3. Discharge coefficients based on time-averaged quantities have been defined and measured.
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Figure 4: Dimensions in mm; not to scale

1. AEI 2 h.p. centrifugal fan drawing in room air
2. Matching section between fan outlet and duct
3. Motor with reduction gears to drive disc (14)
4. Mean flow control damper
5. Fluctuation-inducing mechanism (see inset)
6. Brush seal for rotating disc
7. Smoothing screens
8. Flow straightener
9. TSI anemometer
10. Plenum chamber (depth 590 mm into plane of figure)
11. Wall pressure tapping
12. Orifice or other aperture
13. TSI anemometer
14. Rotating disc, diameter 273 mm
15. Circular hole surrounding disc, diameter 320 mm

A. Dimension defining position of second anemometer probe (either one diameter from plane of orifice or 10 mm from end of a tube).
Figure 2. Steady flow results — discharge coefficient

Figure 3. Raw data (in descending order: pressure difference, velocity and volume flow rate) for test with the following conditions: $f = 0.02$ Hz, $p_m = 178$ Pa, $V = 5.42$ l/s and $R_p = 0.72$. 
Figure 4. $C_d$ values for the long tube plotted against driving pressure difference to show variations throughout the flow cycle for progressively increasing frequency (a) $f = 0.05$ Hz, (b) $f = 0.2$ Hz, and (c) $f = 0.6$ Hz.
Figure 5. $C_d$ values for the long tube plotted against differential pressure difference to show variations throughout the flow cycle for progressively increasing amplitude: (a) $R_p = 0.152$, (b) $R_p = 0.371$, (c) $R_p = 0.657$, (d) $R_p = 0.932$. 
Figure 6  $C_d$ values showing variations throughout the flow cycle with nominally constant operating conditions for (a) orifice, (b) short tube and (c) long tube.
Figure 7: Geometry for aperture theoretical models (a) orifice (b) tube.

Figure 8: Theoretical results for $C_d$.

Figure 9: Comparison between theoretical and experimental results for $C_d$. 

<table>
<thead>
<tr>
<th>$L/D$</th>
<th>$(l^2 \cdot \rho)/D$</th>
<th>$R$</th>
<th>$St^i$</th>
<th>$C_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>5</td>
<td>0.171</td>
<td>0.071</td>
<td>0.44</td>
</tr>
<tr>
<td>Short tube</td>
<td>1</td>
<td>0.171</td>
<td>0.0659</td>
<td>0.77</td>
</tr>
<tr>
<td>Long tube</td>
<td>10</td>
<td>0.134</td>
<td>1.507</td>
<td>0.76</td>
</tr>
</tbody>
</table>
Figure 10 Comparison between theory and experiment for 5% error boundaries for maximum ($C_d$) and minimum ($C_d$) values of $C_d$. 

Boundaries for $C_d/C_d = 0.95$

Boundaries for $C_d/C_d = 1.05$
Figure 11. Experimental results for (a) $C_d$ and (b) $\sqrt{C_d \cdot m}$.

Figure 12. Effects of changing gas density upon $C_d$ values (a) uncorrected and (b) corrected.
Discussion

Paper 6

M. Bassett (BRANZ) This analysis could have application to airflows through rainscreen claddings. Here it is desirable to know airflow rates through ventilation openings at a range of wind pressure frequencies. Has this been undertaken or contemplated?

B. Sahin (Brunel University, UK) Thankyou for your question - no, we have not considered the application of this work to rainscreen cladding. I would be grateful if you could advise where we can obtain details of the geometry of this cladding and hence, any possible applications of the work.
AIR MOTION IN THE VICINITY OF AIR-SUPPLY DEVICES FOR DISPLACEMENT VENTILATION

HANS MARTIN MATHISEN
SINTEF, Division of Applied Thermodynamics,
7034 Trondheim, Norway
ABSTRACT

In displacement ventilation systems, air flow rates, temperature and the design of the air supply device strongly influence the parameters which decide the thermal comfort. This paper reviews experiments and theoretical models which show the connection between these parameters. It is indicated that the Archimedes number of the supply air is the parameter which decides the air velocity in the area close to the floor. (The Archimedes number is the ratio between buoyancy and inertia forces). The width and shape of the air supply device has also been varied, and a porous media has been used on the inlet area of the air supply device.

The results show that it is possible to remove considerable amounts of excess heat from a room without exceeding the limits for thermal comfort. Comparisons with commercial elements indicate that the design of the device is of minor importance as long as the air flow is horizontal and the perforation ratio of holes is high enough.

1. INTRODUCTION

During the last few years there has been a lot of work done on developing efficient ventilating systems, i.e. systems which remove contaminants and excess heat with a minimum use of air and energy. In this work the displacement ventilation system has proved to be the most efficient system for the removal of most kinds of contaminants and excess heat, both in industrial and comfort ventilation.

Displacement ventilation, Figure 1, is secured by supplying the ventilation air at a temperature that is always lower than the air temperature in the zone of occupation. The necessary heating of the room is usually provided by the use of panel heaters under the windows. Close to the heat sources in the room the air will rise upwards due to buoyancy. Often contaminants are released from these heat sources, for instance people. Then the contaminants will be transported towards the ceiling, where the exhaust opening is placed. The height of the lower zone depends on how much air is supplied. More air means that the rising warm air can be feded with fresh air to a higher level before it must recirculate and feed itself. In this way the air in the room will be stratified with a lower zone with fresh air, and a upper zone with contaminated air.
A two zone mixing model is often used to describe both the concept of ventilation and define its effectiveness. This simple stratified model has been experimentally verified by earlier work, Mathisen\cite{Mathisen}. The model and the measurements generally predicted high ventilation effectiveness for ventilation systems using the displacement principle.

Another consistency of the displacement system is that the supply air temperature required for cooling is higher than for complete mixing. This improved effectiveness means that the fresh air supply to the room can be decreased without reducing the air quality found with complete mixing.

The concept of displacement also means that the air near the floor is driven by the buoyancy forces acting on the supply air due to the low velocity. This paper reviews the influence of the height and the width of the supply air inlet, the temperature difference between the room air and the supply air, and the influence from supply air velocity on the temperature and the velocity close to the floor. The results could be used for dimensioning air supply terminal devices and to decide necessary air flow rates and the supply air temperature to fulfill claims for thermal comfort.

2. TEST EQUIPMENT

2.1 Test room and air supply

Tests have been carried out in a room of approximately 45 m$^2$ with a floor area of 16 m$^2$, Figure 2. Air was supplied through an adjustable opening in the short wall. The opening consisted of foamed plastic. The height and the width of the supply opening was varied, as was the supply air flow rate and the temperature. Data was collected and processed by a microprocessor-based datalogging system.
Fig. 2. Test room.

The air supply terminal device is shown in Figure 3. In the experiments two different widths were used, 0.54 m and 3.15 m.

Fig. 3. Air supply terminal device
Outdoor air was used in the experiments. The air was filtered before it was heated in an electric heating element and blown into the room. The air flow rate was measured with an orifice plate and an inclined tube manometer. A damper was used to adjust the air flow rate. The evacuation flow rate was set by the pressure difference between the laboratory and the test room to minimize the infiltration of air in the test-room. (This difference should be zero). The difference was measured with an electronic micromanometer.

The temperature of the inlet air was set by an electric heating element and a PID-controller.

2.2 Air velocity and temperatures

The anemometers and temperature meters were located on a measurement column as shown in Figure 4.

![Fig. 4. Column for temperature and air velocity measurements](image)

The column could be moved in two directions by two electric motors, controlled by the microprocessor. The position of the column was monitored by two potentiometers located on the shaft of the motors.

Velocities and temperatures were recorded at distances of 0.6, 1.2, 1.7 and 2.35 m from the opening. The anemometers were of the 1620-12 and 1610-12 TSI-type.

The anemometers were calibrated in a TSI-1125-calibration unit. As the anemometers of the 1620-12 type proved to be a temperature dependent, they were calibrated at several temperature levels.
The air temperatures were measured with thermocouples type T.

The mean value and sample standard deviation for each level and position were calculated. The air velocity and temperature was measured for a period of 2 minutes.

3. RESULTS

It can be shown that the velocity of the air flowing close to the floor can be expressed as a function of Archimedes number, see App. I. The Archimedes number is the ratio between the buoyancy forces in the flow and the inertia forces. The relation can be expressed as:

\[
\frac{u}{u_0} = k_1 + k_2 Ar_o^{1/2}
\]  

(1)

Where:

- \( u \) - the velocity in the flow close to the floor, m/s
- \( u_0 \) - the supply air velocity, m/s
- \( Ar_o = \frac{g \beta \Delta T_0 h}{u_0^2} \)
- \( g \) = gravitational acceleration, m/s^2
- \( \beta \) = volumetric expansion factor
- \( \Delta T_0 \) = temperature difference between room air and supplied air, K
- \( h \) = height of the supply opening

It was harder to find a relation for the evening out of the temperature. However, a relationship was found from a formula often used for calculating plumes rising from heat sources. In this relation the temperature difference between the room air and the maximum temperature in the plume is a function of the convective heat load supplied and the height above the source. The suggested formula is:

\[
\Delta T_m = k_3 \cdot (V_0 - \Delta T_0)^{k_4} \cdot (h)^{k_5}
\]  

(3)

Where:

- \( V_0 \) - air flow rate, [m^3/s]
- \( \Delta T_0 \) - Temperature difference between room air and supplied air, K
- \( h \) - height of the supply opening, m
However, as can be seen in the next section, the correlation for this model is not too good, so there is a need for more research on this detail.

From Eq. (1) and the heat balance equation the excess heat removed from the zone of occupation is determined from:

\[
Q = \frac{\varrho \cdot C_p \left( u \cdot \frac{h \cdot B}{\dot{V}_0} - k_1 \right)^2}{g \cdot \beta \cdot \frac{B^2 \cdot h^3 \cdot k_2^2}{\dot{V}_0^3}}
\]

where

\[
\varrho = \text{volumetric expansion factor, } \frac{1}{T}
\]
\[
g = \text{gravitational acceleration, m/s}^2
\]
\[
\varrho = \text{density, kg/m}^3
\]
\[
C_p = \text{specific heat capacity of air, } \frac{J}{kgK}
\]
\[
B = \text{width of supply air opening, m}
\]
\[
\dot{V}_0 = \text{inlet air flow rate, m}^3/s
\]

The height, h, of the opening was varied from 0.05 m to 1.047 m. \(\Delta T\) was varied from 3 to 14 K. The supply air velocity was varied from 0.045 to 0.2 m/s. Altogether 16 experiments were done, 12 with the wide supply opening and 4 with the narrow.

3.1 Wide supply opening

In Figure 5 the velocity ratio \(u/\dot{u}_0\), for some heights above the floor at a distance of 1.2 m from the air supply device, is plotted against the Archimedes number of the supply air. The regression lines were found using a linear regression based on the least squares method. The regression coefficients \(k_1\) and \(k_2\) for all measured values are stated in Table 1. The standard errors of the coefficients and the coefficient of determination, \(R^2\) are also given.

Using displacement ventilation vertically up, it is reasonable to assume that the highest air velocities will be just above the floor near the air supply. During the experiments we found the highest velocities 0.04-0.11 m above the floor for the wide opening.

A closer look at the numbers in Table 1 reveals that the velocity does not change much as the air flows along the floor. Neither do the thickness of the flow increase as one could expect from theory for turbulent jets. This means that the shape of the velocity profiles are influenced from the density differences.
Fig. 5. Air velocity 1.2 m from the opening vs. supply air's Archimedes number and the velocity of supply air. The width of the opening was 3.15 m.

Tab. 1. $k_1$ and $k_2$ for different levels and distances from the supply opening.
Starred graphs are shown in Fig. 5.

<table>
<thead>
<tr>
<th>Distance above the floor (m)</th>
<th>Intercept Coeff</th>
<th>Std Err of y Coeff</th>
<th>Std Err</th>
<th>R Squared</th>
<th>Degrees of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>0.146</td>
<td>0.235</td>
<td>0.025</td>
<td>0.548</td>
<td>9</td>
</tr>
<tr>
<td>0.025</td>
<td>0.054</td>
<td>0.404</td>
<td>0.015</td>
<td>0.986</td>
<td>10</td>
</tr>
<tr>
<td>0.025</td>
<td>0.034</td>
<td>0.511</td>
<td>0.002</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td>0.025</td>
<td>0.29</td>
<td>0.11</td>
<td>0.013</td>
<td>0.989</td>
<td>1</td>
</tr>
<tr>
<td>0.04</td>
<td>0.04</td>
<td>0.378</td>
<td>0.022</td>
<td>0.569</td>
<td>9</td>
</tr>
<tr>
<td>0.04</td>
<td>0.059</td>
<td>0.407</td>
<td>0.015</td>
<td>0.989</td>
<td>9</td>
</tr>
<tr>
<td>0.04</td>
<td>0.586</td>
<td>0.003</td>
<td>0.002</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td>0.04</td>
<td>0.337</td>
<td>0.385</td>
<td>0.018</td>
<td>0.975</td>
<td>8</td>
</tr>
<tr>
<td>0.065</td>
<td>0.06</td>
<td>0.365</td>
<td>0.023</td>
<td>0.964</td>
<td>9</td>
</tr>
<tr>
<td>0.065</td>
<td>0.047</td>
<td>0.403</td>
<td>0.017</td>
<td>0.981</td>
<td>10</td>
</tr>
<tr>
<td>0.065</td>
<td>0.018</td>
<td>0.3596</td>
<td>0.004</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td>0.065</td>
<td>0.197</td>
<td>0.185</td>
<td>0.013</td>
<td>0.986</td>
<td>8</td>
</tr>
<tr>
<td>0.11</td>
<td>0.05</td>
<td>0.3896</td>
<td>0.022</td>
<td>0.972</td>
<td>9</td>
</tr>
<tr>
<td>0.11</td>
<td>0.02</td>
<td>0.4184</td>
<td>0.023</td>
<td>0.975</td>
<td>8</td>
</tr>
<tr>
<td>0.11</td>
<td>0.13</td>
<td>0.5252</td>
<td>0.005</td>
<td>0.999</td>
<td>1</td>
</tr>
<tr>
<td>0.11</td>
<td>0.227</td>
<td>0.2974</td>
<td>0.027</td>
<td>0.938</td>
<td>8</td>
</tr>
<tr>
<td>0.15</td>
<td>0.02</td>
<td>0.291</td>
<td>0.007</td>
<td>0.994</td>
<td>9</td>
</tr>
<tr>
<td>0.15</td>
<td>0.023</td>
<td>0.3061</td>
<td>0.023</td>
<td>0.946</td>
<td>10</td>
</tr>
<tr>
<td>0.15</td>
<td>0.123</td>
<td>0.4281</td>
<td>0.084</td>
<td>0.962</td>
<td>1</td>
</tr>
</tbody>
</table>
Fig. 6 shows the temperature evening out 0.04 m above the floor 1.2 m from the inlet vs. height of the supply opening and the supply air velocity.

The graph shown was found by linearizing Eq. 3 and using multiple linear regression. Results from other calculations are shown in Table 2, as are also standard errors of the coefficients (for the linearized equation), and the coefficient of multiple determination, $R^2$. $R^2$ varies between 0.7 and 0.8. That means that 70-80% of the measured values could be explained by the model.

Fig. 6. Temperature difference against supply air flow rate times $\Delta T_w$, and height of supply opening. $\Delta T_m$—temperature difference between a point 1.1 m and 0.040 m above the floor. The width of the opening was 3.15 m.
Table 2. \( k \) (value for the linearized model), \( k_l \) and \( k_S \) with statistics for different distances from their inlet and the floor. The starred value is graphed in Fig. 6.

<table>
<thead>
<tr>
<th>Distance above floor [m]</th>
<th>Distance to Coeff</th>
<th>Coeff</th>
<th>Std</th>
<th>Std</th>
<th>Std</th>
<th>R Squared of Freedom</th>
<th>Degrees Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( k(3) )</td>
<td>( k(4) )</td>
<td>( k(5) )</td>
<td>( k(4) )</td>
<td>( k(5) )</td>
<td>( k(4) )</td>
<td>( k(5) )</td>
</tr>
<tr>
<td>0.025</td>
<td>0.60</td>
<td>-2.200</td>
<td>0.395</td>
<td>-0.27</td>
<td>0.741</td>
<td>0.292</td>
<td>0.21</td>
</tr>
<tr>
<td>0.025</td>
<td>1.20</td>
<td>-3.340</td>
<td>0.822</td>
<td>-0.49</td>
<td>0.407</td>
<td>0.155</td>
<td>0.132</td>
</tr>
<tr>
<td>0.025</td>
<td>2.35</td>
<td>-3.940</td>
<td>0.522</td>
<td>-0.53</td>
<td>0.377</td>
<td>0.134</td>
<td>0.119</td>
</tr>
<tr>
<td>0.040</td>
<td>0.60</td>
<td>-3.920</td>
<td>0.634</td>
<td>-0.53</td>
<td>0.413</td>
<td>0.162</td>
<td>0.117</td>
</tr>
<tr>
<td>0.040</td>
<td>1.20</td>
<td>-4.210</td>
<td>0.670</td>
<td>-0.52</td>
<td>0.429</td>
<td>0.175</td>
<td>0.139</td>
</tr>
<tr>
<td>0.040</td>
<td>2.35</td>
<td>-4.390</td>
<td>0.645</td>
<td>-0.54</td>
<td>0.392</td>
<td>0.202</td>
<td>0.124</td>
</tr>
<tr>
<td>0.065</td>
<td>0.60</td>
<td>-4.160</td>
<td>0.542</td>
<td>-0.51</td>
<td>0.787</td>
<td>0.310</td>
<td>0.224</td>
</tr>
<tr>
<td>0.065</td>
<td>1.20</td>
<td>-4.590</td>
<td>0.729</td>
<td>-0.48</td>
<td>0.363</td>
<td>0.175</td>
<td>0.118</td>
</tr>
<tr>
<td>0.065</td>
<td>2.35</td>
<td>-4.110</td>
<td>0.655</td>
<td>-0.49</td>
<td>0.309</td>
<td>0.159</td>
<td>0.097</td>
</tr>
<tr>
<td>0.110</td>
<td>0.60</td>
<td>-4.020</td>
<td>0.655</td>
<td>-0.39</td>
<td>0.326</td>
<td>0.128</td>
<td>0.092</td>
</tr>
<tr>
<td>0.110</td>
<td>1.20</td>
<td>-4.800</td>
<td>0.748</td>
<td>-0.49</td>
<td>0.314</td>
<td>0.128</td>
<td>0.101</td>
</tr>
<tr>
<td>0.110</td>
<td>2.35</td>
<td>-5.060</td>
<td>0.774</td>
<td>-0.5</td>
<td>0.386</td>
<td>0.146</td>
<td>0.088</td>
</tr>
</tbody>
</table>

3.2 Narrow supply opening

While the wide supply opening indicated a two dimensional flow, the narrow supply opening caused a three dimensional flow. From Figures 7 and 8 it can be seen that the narrow supply opening gives results that differ from the wide opening. Observations with smoke in the test room indicate that the flow is nearly radial when the Archimedes number is relatively high. More results are given in Tables 3 and 4. This results show that the velocity decrease when the distance from the inlet increase. As mentioned this is due to the radial flow pattern.

![Fig. 7. Air velocity, 1.2 m from the opening vs. supply air Archimedes number and supply air velocity. The width of the opening was 0.54 m.](image-url)
Fig. 8. Temperature difference vs. supply air flow rate times $\Delta T_0$ and the height of the supply opening

Table 3. $k_1$ and $k_2$ for different levels and distances from the inlet. Starred values are graphed in Fig. 7.

<table>
<thead>
<tr>
<th>Distance above the floor [m]</th>
<th>Distance from inlet [m]</th>
<th>Intercept</th>
<th>$k_1$ Coeff</th>
<th>Std Err of $k_1$ Coeff</th>
<th>Std Err $R^2$</th>
<th>$R^2$</th>
<th>Degrees of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>0.60</td>
<td>-0.250</td>
<td>0.535</td>
<td>1.088</td>
<td>0.125</td>
<td>0.948</td>
<td>1</td>
</tr>
<tr>
<td>0.025</td>
<td>1.20</td>
<td>0.255</td>
<td>0.300</td>
<td>0.219</td>
<td>0.065</td>
<td>0.986</td>
<td>2</td>
</tr>
<tr>
<td>0.025</td>
<td>2.35</td>
<td>0.459</td>
<td>0.139</td>
<td>0.240</td>
<td>0.026</td>
<td>0.933</td>
<td>2</td>
</tr>
<tr>
<td>0.040</td>
<td>0.60</td>
<td>-0.110</td>
<td>0.429</td>
<td>0.848</td>
<td>0.097</td>
<td>0.951</td>
<td>1</td>
</tr>
<tr>
<td>$*$ 0.040</td>
<td>1.20</td>
<td>0.402</td>
<td>0.286</td>
<td>0.308</td>
<td>0.093</td>
<td>0.970</td>
<td>2</td>
</tr>
<tr>
<td>0.040</td>
<td>2.35</td>
<td>0.289</td>
<td>0.164</td>
<td>0.177</td>
<td>0.019</td>
<td>0.972</td>
<td>2</td>
</tr>
<tr>
<td>0.065</td>
<td>0.60</td>
<td>0.158</td>
<td>0.276</td>
<td>0.087</td>
<td>0.010</td>
<td>0.998</td>
<td>1</td>
</tr>
<tr>
<td>$*$ 0.065</td>
<td>1.20</td>
<td>0.420</td>
<td>0.162</td>
<td>0.268</td>
<td>0.033</td>
<td>0.924</td>
<td>2</td>
</tr>
<tr>
<td>0.065</td>
<td>2.35</td>
<td>0.392</td>
<td>0.129</td>
<td>0.289</td>
<td>0.032</td>
<td>0.891</td>
<td>2</td>
</tr>
<tr>
<td>0.110</td>
<td>0.60</td>
<td>0.518</td>
<td>0.081</td>
<td>0.661</td>
<td>0.075</td>
<td>0.534</td>
<td>1</td>
</tr>
<tr>
<td>$*$ 0.110</td>
<td>1.20</td>
<td>0.174</td>
<td>0.132</td>
<td>0.145</td>
<td>0.017</td>
<td>0.969</td>
<td>2</td>
</tr>
<tr>
<td>0.110</td>
<td>2.35</td>
<td>0.204</td>
<td>0.111</td>
<td>0.162</td>
<td>0.018</td>
<td>0.951</td>
<td>2</td>
</tr>
</tbody>
</table>
### Table 4. \( k \), (values for the linearized model), \( k \) and \( k \) for different levels distances from the inlet. The starred value is graphed in Fig. 8.

<table>
<thead>
<tr>
<th>Distance above from the inlet floor [m]</th>
<th>Intercept ( k(3) )</th>
<th>Coeff ( k(4) )</th>
<th>Coeff ( k(5) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.025</td>
<td>-2.250</td>
<td>0.522</td>
<td>-0.310</td>
</tr>
<tr>
<td>0.025</td>
<td>-2.323</td>
<td>0.672</td>
<td>-0.138</td>
</tr>
<tr>
<td>0.040</td>
<td>-2.200</td>
<td>0.685</td>
<td>-0.240</td>
</tr>
<tr>
<td>0.065</td>
<td>-2.010</td>
<td>0.699</td>
<td>-1.370</td>
</tr>
<tr>
<td>0.110</td>
<td>-2.090</td>
<td>0.788</td>
<td>-2.750</td>
</tr>
</tbody>
</table>

*The starred value*

<table>
<thead>
<tr>
<th>Coeff ( k(4) )</th>
<th>Coeff ( k(5) )</th>
<th>Std Err of ( y ) Coeff</th>
<th>Std Err of ( k(4) )</th>
<th>Std Err of ( k(5) )</th>
<th>R Degrees of Freedom</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.170</td>
<td>0.629</td>
<td>0.135</td>
<td>0.153</td>
<td>0.951</td>
<td>1</td>
</tr>
<tr>
<td>0.275</td>
<td>0.240</td>
<td>0.134</td>
<td>0.157</td>
<td>0.975</td>
<td>1</td>
</tr>
<tr>
<td>0.153</td>
<td>0.794</td>
<td>0.223</td>
<td>0.961</td>
<td>0.907</td>
<td>1</td>
</tr>
<tr>
<td>0.220</td>
<td>0.887</td>
<td>0.756</td>
<td>0.887</td>
<td>0.745</td>
<td>1</td>
</tr>
<tr>
<td>0.258</td>
<td>0.958</td>
<td>0.820</td>
<td>0.958</td>
<td>0.958</td>
<td>1</td>
</tr>
</tbody>
</table>

### 3.3 Comparison between wide and narrow supply opening

By comparing the maximum heat loads it is now possible to compare the wide and narrow supply opening.

Figures 9 and 10 are based on Eqs. 4 and 3, with values for \( k \), \( k \), \( k \), \( k \), and \( k \) for a point 0.04 m above the floor 1.2 m from the supply air inlet. \( u \) is set to 0.15 m/s. If, for instance, we allow a temperature difference of a maximum of 2.5 K between the floor level and a point 1.1 m above it, and we need to supply

![Fig. 9. Cooling capacity for a wide supply opening](image-url)
0.035 m$^3$/s, we see that the maximum heat load for the wide supply opening becomes 200 W/m while it becomes 260 W/m for the narrow opening.

This informs us that the air is better mixed and the temperature more evened out if a narrow supply opening is used. However, if the excess heat exceeds what can be covered in one "narrow" supply opening, more openings have to be used. These must be mounted in the room with a certain distance, so that they do not influence each other, otherwise the results obtained for wide openings must be used.

![Figure 10](image-url)  
**Fig. 10. Cooling capacity for a narrow supply opening**

### 3.4 Commercial air supply devices

In Scandinavia there are several manufacturers of air supply devices for displacement ventilation. The narrow supply opening described in this paper has the same width as some of the commercial devices use. It is therefore possible to compare this to the experimental results. The comparison has been done with the Sili IAC-03-05, IAC-05-05 and IAR-07-05 from GAVLE VARKEN A/B. Their documentation is dated December 1984. The documentation is recalculated and plotted in Figure 11. Data for temperature evening out was not found in the documentation.

It can be seen that these commercial inlets cause higher velocities than the elements used during the tests. The reason might be that these elements have a greater entrainment of room air into the inflowing air, so that the flow rate in the room is larger. This should cause a better smoothing out of the temperature.
Fig. 11. Comparison with commercial air supply terminal device

Sandberg, has tested one of these commercial elements (SILI IAC-03-05) in a test room simulating an office. These results are also shown in Figure 11. Strangely enough these results show lower velocities than the manufacturer's documentation.

4.0 CONCLUSION

The work has revealed that the velocity ratio between the velocity close to the floor and the supply air velocity is a simple linear function of the inlet air's Archimedes number. The Archimedes number is the ratio between buoyancy and inertia forces.

For the temperature evening out, the model which is used, gives relatively large residual values. However, this model also explains most of the variations in the measured variables.

With correct dimensioning it is possible to remove considerable excess heat from the room, without exceeding the limits of thermal comfort. For instance, with an air supply terminal device, which is 0.85 metre high, it is possible to remove 200 W per metre width of the opening, with an air flow rate of 0.035 m$^3$/s (*126 m$^3$/h).

The inlet opening consisted of porous foamed plastic. A simple comparison with commercial devices with perforated sheets do not reveal any advantages of this solution. Probably the design of the inlet is of minor importance as long as a horizontal outflow is secured. A low rate of holes will probably increase the velocity close to the floor, due to the increased induction of room air. However, this should lead to the temperature being more evened out.
APPENDIX

Equation for the dimensionless velocity in the downflowing air close to the inlet. The following deduction is done after an idea of PhD Eimund Skåret.

\[ \dot{m} = \frac{M_0}{h} \cdot y \]  \hspace{1cm} (I.1)

\[ u_s = \frac{\dot{m}}{Q_0 \cdot A_s} \]  \hspace{1cm} (I.2)

where

- \( M_0 \) - mass flow
- \( h \) - height of the supply opening
- \( y \) - distance from the top of the inlet
- \( A_s \) - section area of the flow
- \( Q_0 \) - density of the inlet air

The momentum flux can in the vertical direction be written as:

\[ B_y = \dot{m} \cdot u_s \]  \hspace{1cm} (I.3)
and the buoyancy as:

\[ \mathcal{O} = \rho_r g \beta \Delta T_0 A_s \cdot dy \quad (I.4) \]

where

- \( \rho_r \) - room air density
- \( g \) - gravitational acceleration
- \( \beta \) - volumetric expansion factor
- \( \Delta T_0 \) - temperature difference between room air and inlet air

\[ \rho_r g \beta \Delta T_0 A_s \cdot dy = \frac{d}{dy} B_y dy = \frac{d}{dy} (\dot{m} \cdot u_s) dy \quad (I.5) \]

Using Eq. I.1 and I.2 this can be written as:

\[ y \frac{du_s}{dy} + u_s^2 - \frac{\rho_r}{\rho_0} g \beta \Delta T_0 y = 0 \quad (I.6) \]

Now we let

\[ y u_s^2 = z \rightarrow u_s^2 = \frac{z}{y} \quad (I.7) \]

Derivates

\[ u_s^2 + y \cdot 2 u_s \frac{du_s}{dy} = \frac{dz}{dy} \quad (I.8) \]

Puts this into I.6

\[ \frac{z}{y} + \frac{dz}{dy} = 2 \frac{\rho_r}{\rho_0} g \beta \Delta T_0 y = 0 \quad (I.9) \]

Solving this differential equation leads to:

\[ u_s = \left( \frac{2}{3} g \beta \Delta T_0 y \right)^{1/2} = \frac{2}{3} \frac{g \beta \Delta T_0 h u_o^2}{h \cdot \frac{u_s}{u_o}} \cdot y^{1/2} \]
The increased momentum flux due to the density difference can now be written as:

\[ B_{\Delta \rho} = \dot{M}_0 \frac{2}{3} A x_0 \frac{u_0^2}{h} \frac{Y_0}{h}^{1/2} \quad (I.10) \]

However, there will be an additional increase to the momentum flux due to the inflowing air's horizontal velocity. If we assume that this fluxes can be added, we have:

\[ B_{\text{tot}} = B_0 + B_{\Delta \rho} \]

\[ I_4 \frac{A_s}{A} = C_b (y + y_p) \] - thickness of the flow

\[ A_s = b \cdot B \]

\[ B \quad \text{width of the opening} \]

\[ b \quad C_b (y + y_p) \quad \text{thickness of the flow} \]

\[ A_s = \frac{\dot{V}}{u_m} \frac{1}{x_2} \]

\[ I_n = \int_0^1 \left( 1 - \frac{y}{b} \right)^{1.5} n \frac{dA}{A_s} \]

\[ u_m = \frac{I_4}{I_4} \cdot \frac{A_0}{\dot{V}} \frac{u_0^2}{1} + C_b \frac{u_0^2}{A_0} \frac{Y_0}{h}^{1/2} \frac{2}{3} \frac{A_x}{x_0} \]

\[ u_m = \frac{I_4}{I_4} \frac{\dot{V}}{\dot{V}} \frac{A_0}{x_2} \frac{A_x}{x_0} \] - thickness of the flow

\[ u_m = k_1 + k_2 \frac{A_x}{x_0}^{1/2} \quad (I.12) \]

\[ u_m = k_1 + k_2 \frac{A_x}{x_0}^{1/2} \quad (I.13) \]
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Discussion

Paper 7

W. De Gids (TNO Division of Technology for Society, Holland) Did you study the influence of moving room occupants?

H.M. Mathisen (SINTEF, Trondheim, Norway) The effect of moving people has been studied in earlier work by others, we have not published anything on this. It can be observed by using smoke visualisation or tracer gas that when a person enters a room some mixing of the room air occurs, but after a few minutes the situation becomes stable once more. However with displacement ventilation it is not possible for the ventilation efficiency to be lower than for a complete mixing situation.

J. Van Der Maas (Ecole Polytechnique Federale de Lausanne, Switzerland) Equation (3) which deals with temperature distribution in your paper confuses me because of (a) the units and (b) the absence of the heat load and the presence of the height of the inlet (h). Could you provide some information on the origin of this equation?

H.M. Mathisen (SINTEF, Trondheim, Norway) Equation (3) is empirically derived. Several models have been tried and, up to now, this is the one which gives the best fit to measured values. However in the measurements taken there has been found to be a quite strong correlation between h and V0. A simpler model which gives nearly the same fit to the measured values is to set the ratio D/N to D/V0 to be a constant.

P. Appleby (Paul Appleby Chartered Engineer, Norwich, UK) Have you measured the volume flow rate of air above each occupant and related this to the supply air volume flow rate at the displacement panels?

H.M. Mathisen (SINTEF, Trondheim, Norway) No. This is a very important question, because this is needed in order to size the panels. A typical supply flow rate of about 50 m3/h per person is suggested.
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ABSTRACT

Tracer gas techniques for measuring airflow rates in building systems are considered. These techniques are classified in terms of tracer gas injection strategy employed and mass balance relationships used to analyze measured tracer concentration data. The discussion focuses on one class of tracer techniques – the pulse injection techniques – based upon pulse injection strategies and integral mass balance relationships. These pulse injection techniques have not been commonly used in the past yet they provide practically useful means for the determination of airflow rates in building systems. Pulse injection techniques are presented for measuring airflows in ducts, and for studying single-zone and multi-zone building airflow systems. Experimental procedures for these three cases are discussed, and preliminary results from field applications of these techniques are presented. The possibility of flow variation is accounted for in all cases, and the sensitivity of the single-zone pulse injection technique to these flow variations is compared to that of the single-zone constant injection technique. This comparison leads to integral formulations of the constant injection technique for duct, single-zone, and multi-zone situations that may provide means to improve the accuracy of the commonly used constant injection tracer technique.

NOMENCLATURE

\( C \) . . . . . . . . . . tracer concentration in terms of mass fraction \([=] \) mass-tracer/mass-air
\( C_i \) . . . . . . . . . . tracer concentration within well-mixed zone \( i \)
\( \Delta C \) . . . . . . . . . . the change of concentration over a given time interval
\( \bar{C} \) . . . . . . . . . . the average concentration over a given time period
\( G \) . . . . . . . . . . tracer mass generation rate \([=] \) mass-tracer/time
\( G_i \) . . . . . . . . . . tracer mass generation rate within well-mixed zone \( i \)
\( I \) . . . . . . . . . . amount of tracer released in an impulse \([=] \) mass-tracer
\( M \) . . . . . . . . . . mass of air within a given well-mixed volume \([=] \) mass-air
\( m_i \) . . . . . . . . . . mass of air within well-mixed zone "\( i \)"
\( n \) . . . . . . . . . . number of building zones
\( T \) . . . . . . . . . . period of harmonic flow variation \([=] \) time per cycle
\( t \) . . . . . . . . . . time
\( w \) . . . . . . . . . . air mass flow rate \([=] \) mass-air/time
\( w_{ij} \) . . . . . . . . . . air mass flow rate from zone \( i \) to zone \( j \)
\( W \) . . . . . . . . . . the average air mass flow rate over a given time period

\( \alpha \) . . . . . . . . . . relative amplitude of flow variation; \(-1 \leq \alpha \leq 1 \) \([=] \) dimensionless
\( \delta(t) \) . . . . . . . . . . dirac delta function
\( \tau \) . . . . . . . . . . mean flow time constant for single-zone system; \( \tau = M/\bar{w} \) \([=] \) time
\( \zeta \) . . . . . . . . . . an instant in time within a given time interval \([=] \) time

Vectors and Matrices

\( \{C\} \) . . . . . . . . . . vector of zone concentrations
\( [C] \) . . . . . . . . . . instantaneous concentration matrix
\( [\bar{C}] \) . . . . . . . . . . integral concentration matrix
\( \{e_i\} \) . . . . . . . . . . the \( i \)th unit vector with element \( i \) equal to 1 and all other elements zero
\( \{G\} \) . . . . . . . . . . vector of zone generation rates
\( [M] \) . . . . . . . . . . system mass matrix
\( [I] \) . . . . . . . . . . instantaneous tracer rate matrix
\( [\bar{I}] \) . . . . . . . . . . integral tracer matrix
\( [W] \) . . . . . . . . . . system mass transport rate matrix
\[ \tau = [M]^{-1}[W] \] steady flow system state matrix

Following subscripts identify well-mixed zones with "0" used to identify, specifically, the exterior environment. Following superscripts are used to identify data sets. Leading superscripts are used to identify tracer species.

INTRODUCTION

Indoor air quality and energy use in buildings are both closely related to airflow into, out of, and within a building system. Consequently, indoor air quality and building energy analysis both depend critically upon obtaining complete and detailed information about these airflows. In some special cases these flows will be substantially determined by the design of the HVAC system, but, more often, due to uncertainties in the actual performance of the HVAC system, additional uncertainties in envelope infiltration, and the inherently complex nature of inter-zone airflows, these flows will be unknown. In these cases one may attempt to determine these flows using network flow analysis methods [Walton 85, Axley 87] or, for existing buildings, using tracer gas measurement techniques.

Perera [82] and Lagus [85] provide comprehensive reviews of existing tracer gas techniques for measuring airflows in buildings. This paper reconsiders these tracer techniques from the point of view of integral mass balance relationships. In this section we classify tracer techniques by the tracer gas injection strategy employed to excite the building airflow system and by the form of the mass balance relations used to reduce measured tracer concentration data to determine flows. It is argued that the tracer techniques based upon integral mass balance relations - integral tracer techniques - have been largely ignored and need to be studied more thoroughly. We then focus consideration on one class of techniques based upon integral mass balance relations, the pulse injection techniques. A second integral tracer technique, the constant injection integral technique, is briefly presented in a subsequent section and a third technique, the constant concentration integral technique, is presently under consideration by the authors.

Tracer Injection Strategy
Tracer gas techniques attempt to determine building airflow rates from the measured tracer concentration response of building airflow systems to carefully controlled injections of tracer gases. Inasmuch as the tracer injection strategy employed largely determines the capability and accuracy of a given tracer gas technique, these techniques can be classified by injection strategy. Presently, three injection strategies are commonly used;
1. decay: a suitable amount of tracer gas is injected into the building system to establish a uniform concentration within the system (i.e., an initial condition) and the ensuing concentration decay response is measured,
2. constant injection: tracer gas is injected at a constant rate and the resulting concentration response is measured (often with the expectation that practically steady state conditions exist), and
3. constant concentration: tracer gas is injected under instrumental control in an attempt to realize a constant and uniform tracer concentration throughout the building system.

Mass Balance Relations
The tracer gas concentration response to a given injection strategy may be described by mass balance equations that relate tracer concentrations to airflows. It is through these mass balance relations that one is able to estimate airflows from measured concentration data. These mass balance relations may be formulated in either an instantaneous form, which, for the multi-
zone case, leads to systems of ordinary differential equations, or in an integral form that accounts for mass conservation over a given interval of time. Researchers have historically tended to favor the use of the instantaneous mass balance relations in the development of tracer gas techniques. A few researchers have, nevertheless, considered integral formulations for the reduction of concentration response data for these common injection strategies [Sinden 78, Turiel 80, Penman 82, Walker 85, Waters 87]. Jensen [88] has demonstrated the use of integral mass balance relations in the reduction of data collected using an unusual "active" tracer injection strategy. To date, however, there has been no systematic attempt to reconsider the common tracer techniques from an integral point of view.

Classification of Tracer Techniques

As a unique tracer technique may be developed, in principal, for each injection strategy using either instantaneous or integral mass balance formulations, we may classify tracer gas techniques by both injection strategy and mass balance formulation. It is also useful to distinguish the application of each technique to either single or multi-zone building idealizations because of the significant mathematical differences of the corresponding mass balance relationships. The array of unique tracer techniques that may be considered for the three common injection strategies discussed above is tabulated below, Table 1, along with indications of the capabilities that each technique may offer.

<table>
<thead>
<tr>
<th>Tracer Injection Strategy</th>
<th>Mass Balance Formulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Instantaneous</td>
</tr>
<tr>
<td>* Decay</td>
<td>SZ: yields infiltration</td>
</tr>
<tr>
<td></td>
<td>MZ: yields all flows</td>
</tr>
<tr>
<td>* Constant Injection</td>
<td>SZ: yields infiltration*</td>
</tr>
<tr>
<td></td>
<td>MZ: yields all flows**</td>
</tr>
<tr>
<td>* Constant Concentration</td>
<td>SZ: yields infiltration*</td>
</tr>
<tr>
<td></td>
<td>MZ: yields only infiltration</td>
</tr>
<tr>
<td>* Pulse Injection</td>
<td>(see Decay)</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SZ=single-zone; MZ=multi-zone; *=presently under consideration; **=tends to underestimate

Table 1 Classification of Tracer Techniques

The tracer techniques based upon instantaneous formulations of the mass balance relations have been applied with varying degrees of success. The tracer techniques based upon the integral formulations have been largely ignored until recently and have yet to be studied thoroughly.

In particular, the constant injection technique may be applied to single and multi-zone situations to determine the details of infiltration, exfiltration, and zone-to-zone flows. The constant injection technique based upon an instantaneous formulation tends, however, to significantly underestimate infiltration airflows as commonly implemented (i.e., using average concentrations measured over relatively long time periods, as in the so-called Perfluorocarbon Tracer (PFT) method [Dietz 87]) [Bohac 87, Sherman 87]. It is believed that the integral formulation, to be discussed subsequently, will provide a means to mitigate this shortcoming.

The constant concentration technique has proven to be a reliable technique for single and
multi-zone situations providing accurate determinations of outdoor airflow rates into the building zones [Sandberg 85], but does not provide any information regarding zone-to-zone airflows. When based upon an instantaneous formulation this technique requires careful control of the tracer injection rates that is realized using relatively sophisticated instrumental devices. It is believed that the integral formulation of the constant concentration technique, presently under consideration by the authors, will provide a means to implement this technique without the need for such careful, and therefore expensive, control.

The decay technique may be used to effectively determine infiltration airflows in buildings that behave as single-zone systems. It has also been applied to determine the details of infiltration, exfiltration, and zone-to-zone flows in buildings that behave as multi-zone systems. Several multi-zone decay techniques based upon instantaneous formulations have been considered including techniques based upon:

a) the measurement of both concentration responses and their first time derivatives [Sinden 78, Perera 82, Walker 85],

b) the consideration of the tracer gas response at times corresponding to a maximum concentration in one of the building zones (where the time derivative of concentration vanishes) [Dick 49], and

c) the intermediate determination of the system eigenmodes, assuming real-valued eigenvalues (i.e., inverse time constants) and nondegenerate eigenmodes (i.e., describing concentration response time histories as the sum of exponential decays) [Sinden 78], using, in some instances, Prony analysis [T'Anson 82, Irwin 85] to realize this determination.

Difficulties in measuring the first time derivative of concentration response have limited the success of the first approach [Sinden 78, Walker 85]. The authors simulated the application of the second approach for three and four zone cases, but it appeared that the approach was not well-conditioned enough to warrant further consideration. The third approach has yet to be applied to buildings that behave as more than four-zone systems and falters on the assumption of a nondegenerate system having real-valued eigenvalues; examples of systems that may demonstrate both degeneracy and imaginary eigenvalues have been presented [Sinden 78, Lawrance 87, Waters 87]. Most multi-zone decay techniques rely on data collected very soon after the tracer gas injection. For this data to be reliable, the tracer gas injection must be well-mixed in each of the target zones. This is often a very difficult initial condition to achieve, and the accuracy of the results will be degraded by deviations from these assumed initial conditions.

**Pulse Injection Technique**

In this paper we shall consider the pulse injection technique, that was presented by Walker as the decay integral method [Walker 85] and further developed by Afonso and his colleagues [Afonso 86a, 86b, 86c]. This technique is based upon a tracer injection strategy of separate, short-duration, pulse injections of tracer into each zone of the building system and the application of integral mass balance equations to the reduction of the measured concentration response data.

Pulse excitations of flow systems are commonly used in the chemical process industry to determine dynamic characteristics of chemical process systems [Wen 75, Nauman 83, Westerterp 84] and Sandberg has described similar applications for buildings [Sandberg 83, 84]. The use of pulse excitation here is closer, however, to the tracer injection strategy suggested by Dick to extend decay methods to multi-zone problems [Dick 49]. In fact, the pulse injection technique may be considered to be an integral formulation of Dick's multi-zone decay technique. Although decay techniques employ pulse injections to establish initial concentrations, they have not used data collected during the time interval of the pulse to solve for airflows. In the pulse injection techniques we may choose to use data collected during the
time interval of the pulse. It is for this reason that we distinguish pulse injection techniques from traditional decay techniques.

It will be shown that the pulse injection technique may be applied to single and multi-zone situations to determine all airflows into, out of, and within the building system. The pulse and constant injection techniques are the only tracer gas techniques with this capability and, therefore, these two techniques will be compared. In addition, the pulse injection technique may be used to determine airflows in HVAC ducts.

This paper will first consider the simplest case, the application of pulse injection techniques to the determination of flows in ducts, then move on to building applications, both single-zone building idealizations and multi-zone idealizations. Although there is only limited experience with the pulse injection techniques, we present discussion of experimental procedures and the results of applications of the techniques to the study of airflows in large buildings.

**DUCT PULSE TECHNIQUE**

The application of the pulse injection technique to the measurement of airflow in ducts provides a useful introduction to the pulse techniques in general. The underlying theory is especially straightforward and the utility of the technique appears to be great. Measuring airflow rates in ducts in building ventilation systems is difficult using traditional airflow rate measurement techniques (e.g. pitot tubes and hot-wire anemometers), due to insufficient lengths of straight ductwork for the establishment of fully-developed flow profiles. Constant injection tracer gas techniques have been used to measure these airflow rates [Lagus 1985], but they require one to wait for equilibrium and to measure very low tracer gas flow rates. The duct pulse technique is a simple and quick alternative for measuring these important quantities in even the most complex duct configurations.

**Theory**

Consider the duct segment illustrated below in Figure 1. Air flows into the duct from the left at a time-varying mass flow rate of \( w(t) \). We inject a short duration tracer pulse at a rate \( G(t) \) into the duct and measure the time variation of tracer concentration \( C(t) \) at the exit.

\[
\begin{align*}
\text{Pulse Injection} & \quad \text{Measured Response} \\
G(t) & \quad C(t) \\
w(t) & \quad C(t) \, dt \\
& \quad w(t)
\end{align*}
\]

**Fig. 1 Duct Pulse Injection Technique**

Assuming that the tracer injection results in only trace concentrations and, therefore, does not contribute significantly to the air mass flow rate, then the exit air mass flow rate will equal \( w(t) \). Furthermore, if the exit concentration measurement represents a flow-averaged concentration (e.g., the concentration is well-mixed across the section), then the mass flow rate of tracer exiting the duct will simply be equal to the product of the flow rate and the exit concentration, \( w(t)C(t) \), where concentration is expressed in terms of the mass fraction of tracer relative to air. Recognizing that after some time interval, say \((t_1, t_2)\), all tracer will be purged from the duct, we may account for tracer mass conservation through the use of the following integral mass balance:
\[ \int_{t_1}^{t_2} w(t) C(t) \, dt = \int_{t_1}^{t_2} G(t) \, dt \quad ; \quad w(t) \geq 0 \]

which simply asserts that the tracer mass leaving the duct segment must equal the amount injected.

We may apply the integral mean value theorem to the expression on the left, as the concentration variation does not involve a sign change, and simplify to obtain the governing equation for the duct pulse injection tracer technique:

\[ w(\xi) = \left[ \int_{t_1}^{t_2} C(t) \, dt \right]^{-1} \int_{t_1}^{t_2} G(t) \, dt \quad ; \quad t_1 \leq \xi \leq t_2 \]

In words, we may determine the air mass flow rate that occurred at some time, \( \xi \), during the time interval \( (t_1, t_2) \) by simply computing the ratio of the mass of tracer injected to the integral of the concentration response downstream from the tracer. Clearly if the air mass flow rate is constant, the determination will yield this constant value. If the air mass flow rate changes very little during the interval, then \( w(\xi) \) should be a good estimate of the average flow rate during that interval.

**Experimental Procedures**

In applying the duct pulse technique to an actual length of duct there are several practical experimental considerations. The most important issues are knowing the mass of tracer that is injected and obtaining an accurate determination of the concentration integral. Since one only requires the integral of the \( G(t) \), the actual injection profile is irrelevant. It is only important to know the injection mass. This mass can be measured before or during the injection, but it is crucial that all of the tracer gas is injected into the duct.

The duct pulse measurement technique requires only the determination of the integral of the concentration at the downstream measurement point, not the concentration time history. The determination of this integral relies on more than just accurate measurement of tracer gas concentrations. The concentration in the duct, at the point of measurement, must be varying only along the length of the duct, not across the duct cross-section. Otherwise, the integral must be based on a cross-sectional average concentration. A multi-point injection across a duct cross-section, as opposed to a single point injection, can assist in achieving a uniform concentration across the cross-section at the concentration measurement point.

Because the concentration response will be relatively short-lived, it will be difficult to determine the concentration integral from numerical integration of the concentration data unless one's concentration measuring equipment has a high sampling frequency and covers a wide range of measurable concentrations. Therefore, it is advantageous to determine the concentration integral through the measurement of the average tracer gas concentration at the measurement point. This average concentration can be determined by filling an appropriate air sample container, beginning well before the pulse is injected and continuing until the pulse is completely purged from the duct. The concentration integral simply equals the average concentration multiplied by the length of the time over which the sample container is filled.

In applying this technique to a particular system there will always be some initial uncertainty in the amount of tracer gas that should be injected into the ductwork. The primary requirement is that the average concentration in the air sample container is in the accurately measurable range of one's tracer gas concentration measurement equipment. Meeting this
requirement depends on choosing an appropriate combination of injection mass and concentration averaging period. In general, there will be some "trial-and-error" in determining these quantities. Since each measurement requires only a few minutes, it is not difficult to find appropriate values for these quantities. In addition, because the time required to make a measurement is so short, an airflow measurement can be repeated several times, thereby obtaining an estimate of the repeatability of the tests.

**Measured Results**

Some preliminary applications of the duct pulse technique have been conducted in the HVAC system of a mechanically ventilated office building. A comparison between the results of these duct pulse measurements and the airflow rates measured by a hot-wire traverse is shown in Figure 2. These results lie in three distinct regions, depending on the type of duct that was studied. In the ducts corresponding to the two lower airflow rates, a premeasured amount of tracer gas was injected by hand. In the measurements corresponding to the higher airflow rates, the tracer gas was injected through a calibrated flow meter. In all of these tests, the concentration integral was based on an average concentration determined by filling an air sample bag with a battery operated pump over a period beginning at least one minute before the injection and lasting several minutes after the injection was complete. In these tests, the injection mass and sampling period were varied to examine the sensitivity of the results to these variables, and the measurements were repeatable to within about 5%. The agreement between the duct pulse results and the results of the hot-wire traverses are encouraging given the uncertainties in the hot-wire readings and additional errors due to the unknown flow profile at the duct walls and uncertainties in the inside area of the duct. A detailed, laboratory study of the duct pulse technique is still necessary to provide a rigorous validation of the technique.

![Figure 2: Comparison of Duct-Pulse and Hot-Wire Measurements](image)

**BUILDING PULSE TECHNIQUES**

Building and chemical process flow systems may be thought of as well or partially mixed zones connected by flow paths (i.e., supply, return, and exhaust ducts in buildings; inlet and outlet pipes in chemical process systems). One may, then, consider subjecting a flow system to
a) pulse excitations of the flow paths, b) pulse excitations of the zones, or c) a combination of a) and b). The duct pulse technique, based upon a flow path excitation, is possible because the inlet and outlet flow paths of a duct are (presumably) known with certainty. The flow paths in chemical process flow systems are also known with certainty and, as a result, flow path excitation is commonly used for these systems. For buildings, on the other hand, the analyst will seldom have complete knowledge of all flow paths (e.g., infiltration, exfiltration, and zone-to-zone) and, therefore, to determine both the general topology and magnitude of airflows in the building airflow system the analyst will have to employ pulse excitation of the zones rather than the flow paths. As the analyst becomes better acquainted with a given building flow system then it may be possible to use a combination of flow path and zone pulse excitations.

Here, we formulate the theory relating to pulse excitation of ideally well-mixed zones in building systems, considering, first, the single-zone idealization then the general multi-zone idealization of building airflow systems. The theoretical development parallels that presented for ducts but now we must include the possibility of accumulation of tracer within zones.

Single Zone Pulse Technique

Theory

Consider the single-zone idealization illustrated below in Figure 3. Airflows into the zone at a mass flow rate of $w(t)$ and is assumed to be instantaneously and uniformly mixed within the zone. A short duration tracer pulse is injected into the zone and the zone concentration response to the pulse, $C(t)$, is measured.

![Single Zone Pulse Injection Technique](image)

Again we assume that the tracer injection mass is small enough such that the exit air mass flow rate is practically equal to the inlet rate. We may write an instantaneous mass balance relation for this single-zone idealization, with $M$ equal to the mass of air within the zone, as:

$$w(t)C(t) + M \frac{dC(t)}{dt} = G(t) ; w(t) \geq 0$$

where we have assumed the concentration of tracer outside to be zero. In words, at any instant in time the mass flow rate of tracer out of the zone, $w(t)C(t)$, plus the accumulation of tracer within the zone, $M\frac{dC(t)}{dt}$, is equal to the rate of generation (i.e., injection) of the tracer, $G(t)$.

We may also demand that tracer mass be conserved over any arbitrary time interval, say $(t_1, t_2)$, by directly integrating equation (3) over the time interval to obtain;

---

1 Note: if the duct pulse technique was applied, as described, to a long leaky duct not all tracer mass transport would be accounted for and, therefore, errors would result. However, in the case of a leaky duct, one could actually quantify the amount of duct leakage by employing a series of pulse injections and/or concentration response measurements along the length of the duct.
\[
\int_{t_1}^{t_2} w(t)C(t) \, dt + M \Delta C = \int_{t_1}^{t_2} G(t) \, dt
\]

where \( \Delta C = C(t_2) - C(t_1) \). Again we apply the integral mean value theorem to the first integral and simplify to obtain the governing equation for the single-zone pulse injection tracer technique:

\[
w(\xi) = \left[ \int_{t_1}^{t_2} C(t) \, dt \right]^{-1} \left[ \int_{t_1}^{t_2} G(t) \, dt - M \Delta C \right] ; \; t_1 \leq \xi \leq t_2
\]

For the single-zone system, then, it is seen that we may determine the air mass flow rate that occurred at some time, \( \xi \), during the time interval \((t_1, t_2)\) by simply computing the ratio of the mass of tracer injected, corrected by the amount of tracer accumulated \(-M\Delta C\), to the integral of the concentration response downstream from the tracer. Again, if the air mass flow rate is constant the determination will yield this constant value. If the air mass flow rate changes very little during the time interval, then \( w(\xi) \) should be a good estimate of the average flow rate during that interval.

By explicitly accounting for the accumulation, \( M\Delta C \), we are able to consider any time interval we desire; we do not require complete purging of the tracer as before. This widens the possible experimental options as discussed below. We may consider a time interval sufficiently long to allow complete purging, or short time intervals that in the limit approach an instant in time, which would in theory provide instantaneous determinations of airflow rates.

**Experimental Procedures**

The use of the single zone pulse technique to measure the air exchange rate of a zone is based on the assumption that the zone is well-mixed (i.e. the tracer gas concentration in the zone can be characterized by a single value). To increase the appropriateness of this assumption, it is important to release the tracer gas as uniformly as possible throughout the space being tested. As in the duct pulse technique, it is important to know the mass of tracer gas released, not the injection time history. The gas can be released directly into the space itself using a multi-point injection scheme or by moving the injection outlet through the space during the release. Such a "within-the-space" injection can be difficult in a large or complex zone, in which case the gas can instead be injected into the supply duct serving that zone, if one exists. Using the supply air distribution system to inject the tracer can provide a uniform dispersal of the tracer gas, but one must be sure that all of the gas gets to the space (i.e., the supply ductwork does not leak). In many systems this assumption can not be justified, but as discussed below, one can still use the supply air system for injection by not including the injection period in the concentration integral.

As with the duct pulse technique, one only needs the integral of the tracer gas concentration in the zone. This can be determined with real-time sampling or with an average air sample taken during the integration period. Although the use of this technique employs the assumption that the concentration is uniform throughout the zone, the tracer gas concentration should be sampled at several locations in order to verify this assumption. The time interval over which the integral is determined need not include the tracer gas injection, nor need it last until the tracer gas concentration goes to zero. If the integral includes the tracer gas injection, then the injection mass must be known precisely and be well dispersed throughout the test space. If the injection period is not included in the integral then the injection mass need not be known, though
it needs to be controlled such that the concentration within the zone is in the measurable range of the tracer gas detector. The integral of $G(t)$ in equation (5) will equal zero, but the value of $M\Delta C$ will be large due to the significant tracer gas concentration at $t=t_1$.

The duration of the integration period involves a trade off between one's ability to accurately measure low concentrations and one's knowledge of the zone mass $M$. During the tail of the concentration response, the tracer concentrations will be very low and may be difficult to measure accurately. One can avoid this source of error in the integral by choosing $t_2$ to be a time when the concentrations are still within a range that can be accurately determined. In this case, the term $M\Delta C$ may be significant, and if it is, an accurate knowledge of $M$ will be important. The importance of knowing $M$ accurately depends on the relative magnitudes of the integral of $G(t)$ and of $M\Delta C$.

If the concentration response to the pulse is very short lived, corresponding to a high air exchange rate, then one should employ an average concentration to determine the integral. This averaging should begin well before the tracer gas injection and continue until the concentration within the zone has decreased to essentially zero. This approach enables the determination of the air exchange rate of a single zone based on a single air sample of the average concentration, but one must be certain that the tracer gas concentration is zero at $t=t_2$. If it is not, then an additional air sample must be taken at this time to compute the $M\Delta C$ term. This approach enables the low-cost determination of single zone air exchange rates with on-site air sampling and off-site tracer gas concentration analysis.

**Measured Results**

Afonso et al. [Afonso 86, 87] report the results of single zone pulse tests conducted in a laboratory test facility in which the airflow rate into the zone was measured with nozzles. Four tests were conducted at four different supply airflow rates into the zone. The measurements of the space air exchange rate were generally repeatable within 3%, and the agreement with the supply airflow rates measured with the nozzle ranged from 10 to 17%. The values calculated from the pulse tests were always less than the measured airflow rates, probably due to air leakage from the supply ducts. In these experiments, the room mass $M$ was treated as an unknown and was solved for by evaluating equation (5) both before and after the tracer gas injection.

### Comparison of Single-Zone Pulse and Constant Injection Techniques

The pulse and constant injection techniques can both be used to determine the air exchange rate of a single well-mixed zone. A pulse measurement will generally last only a few building time constants (inverse of the air exchange rate), while the constant injection technique has been applied for periods from several days to several weeks. In both cases, the effect of variations in the air exchange rate during the measurement period will affect the results of the measurements. The discussion below examines these effects of flow variation in comparing the pulse and constant injection techniques.

**Theory: Constant Injection Technique**

Consider, now, for purposes of comparison, a well-mixed zone subjected to a constant injection of tracer as illustrated below in Figure 4.

We may again apply the instantaneous and integral mass balance relations presented above, equations (3) and (5), with $G(t) = G_0$. If the airflow remains steady then eventually a steady state response will be achieved:
\[ C(t \to \infty) = \text{constant} \quad ; \quad \frac{dC(t \to \infty)}{dt} = 0 \quad ; \quad w(t) = \text{steady} \] 

(6)

and by the instantaneous mass balance, equation (3), we obtain:

\[ w(t) = \frac{G_o}{C(t \to \infty)} \quad ; \quad w(t) = \text{steady} \] 

(7)

This expression is the basis of the constant injection technique; flow is estimated by the quotient of the constant injection rate divided by the steady state concentration.

In many practical situations, however, the flow will seldom be constant long enough to achieve a steady state response, therefore, it has become common practice to use average concentration measurements, in place of the steady state value, in equation (7) to estimate airflows. The time intervals over which these average measurements are made range, typically, from a single day to several weeks. Early on it had been hoped that the use of average concentration measurements in equation (7) would provide acceptable approximations of the mean airflow occurring over the averaging time interval, but more recently it has been shown that this approximation may significantly underestimate the mean flow [Bohac 87, Sherman 87].

The question remains, then, if this approximation does not provide an estimate of the mean flow, what estimate does it provide?

From the integral mass balance relation, equation (5), with \( G(t) = G_o \), we may obtain the following expression:

\[ w(\xi) = \frac{G_o - M(\Delta C/\Delta t)}{\bar{C}} \quad ; \quad \Delta t = t_2 - t_1 \quad ; \quad t_1 \leq \xi \leq t_2 \] 

(8)

where \( \bar{C} \) is the mean concentration measured over the interval \((t_1, t_2)\). Equation (8) defines the basis of an alternate constant injection tracer technique, discussed below, that we designate as the integral constant injection technique.

For averaging intervals on the order of days to weeks \( M(\Delta C/\Delta t) \) will generally be negligibly small and thus we may presume that:
Thus, it is seen that the approximation using average concentration measurements yields an estimate of flow that occurred at some time, $\xi$, during the averaging interval which, in general, will not equal the mean value. Ironically the constant injection technique, as practically applied using long-term averages, is actually an "integral technique" rather than an "instantaneous technique" as originally presented.

**Harmonic Flow Variation**

By employing the integral mean value theorem we have derived governing equations for both the pulse injection and constant injection technique that account for flow variation. The results, equations (5), (8) and (9), leave, however, much to be desired from a practical point of view. Although they provide a rigorous estimate of flow that occurred at some time, $\xi$, during the integration time interval, that time is unknown and the results provide no information regarding how the flow estimate relates to the actual flow variation.

We may gain some insight into the effect of flow variation about a mean value on both the pulse injection and constant injection techniques by considering the special case of harmonic flow variation:

$$w(t) = \bar{w}(1 + \alpha \cos(2\pi t / T))$$

where $\bar{w}$ is the mean flow, $\alpha$ is the amplitude of flow variation, and $T$ is the period of the variation. Substituting equation (10) into equation (3) and solving we obtain expressions for the concentration time histories for both injection strategies.

**Pulse Injection Response:** For an impulse injection of tracer (i.e., a very short duration, relative to the system time constant, pulse) of amount $I$:

$$G(t) = I \delta(t) ; \quad \int_0^t G(t) \, dt = \int_0^t I \delta(t) \, dt = I ; \quad \delta(t=0) = 1 ; \quad \delta(t\neq0) = 0$$

we obtain:

$$C(t) = \left( \frac{1}{M} \right) \exp\left( -\frac{t}{\tau} - \frac{\alpha T}{2\pi T} \sin\left( \frac{2\pi T t}{T} \right) \right)$$

where $\tau$ is the system time constant under the mean flow conditions, $\tau = \sqrt{M / \bar{w}}$. This equation describes a decay response that includes an oscillatory component as illustrated in Figures 5 and 6. The difference between the responses in Figures 5 and 6 is that the former corresponds to the flow rate assuming its maximum value at $t = 0$ (i.e., $\alpha = 1.0$), while Figure 6 corresponds to the minimum airflow rate at $t = 0$ (i.e., $\alpha = -1.0$).

**Constant Injection Response:** For constant injection, $G(t) = G_0$, we obtain:
This equation describes a build-up response having an oscillatory component as illustrated in Figure 7.

\[
C(t) = \left( \frac{G_0}{\mathcal{W}} \right) \int_0^{(t / \tau)} \frac{\exp\left( \frac{t}{\tau} + \frac{\alpha T}{2\pi \tau} \sin\left( \frac{2\pi t}{T} \right) \right)}{\exp\left( \frac{t}{\tau} + \frac{\alpha T}{2\pi \tau} \sin\left( \frac{2\pi t}{T} \right) \right)} \, dt
\]

(13)

Fig. 5 Pulse Injection Response for \( \alpha = 1.0 \)

Fig. 6 Pulse Injection Response for \( \alpha = -1.0 \)
These figures clearly reveal the importance of the period of variation of flow. Specifically, when the period of variation of flow is small relative to the mean flow time constant, \( \tau \), then both the pulse injection response and the constant injection response closely approximate the mean flow response. We conclude then:

1. For flow variations having periods of variation small relative to the system mean-flow time constant, both pulse injection and constant injection techniques will provide accurate estimates of the mean flow rate regardless of the amplitude of flow variation.

At the other extreme, it is also clear that flow variations having periods of variation much greater than the mean flow time constant may greatly distort the response relative to the mean flow response. For these long period variations, we may conclude:

2. If integration time intervals are selected to be small relative to the period of flow variation then both the pulse injection technique and an integral constant injection technique defined by equation (8) will provide accurate estimates of near-instantaneous flow rates.

3. If integration time intervals are selected nearly equal to the period of variation (e.g., \( 0.2 \tau \leq \Delta t \leq 5 \tau \)) then the pulse injection and constant injection techniques may under-or over-estimate the mean flow rate depending upon the actual timing of the integration interval relative to the flow variation.

4. If integration time intervals are selected to be very large, or a multiple of the period of flow variation, then for constant injection the average concentration will overestimate the mean flow steady state concentration and, as a result, the constant injection technique will underestimate this mean flow. (For the pulse injection technique, integration time intervals are practically limited to 2 to 4 times the mean flow time constant and thus this case need not be considered.)

Conclusion 4 may be evaluated numerically by substituting equation (13) into equation (8) and integrating over one period of variation after steady periodic conditions have been realized. The results of this exercise are plotted below in Figure 8. From these results it is seen that the flow determined by constant injection and long-term average concentrations, \( w(c) \), may underestimate the actual mean flow, \( w \), by 10 to 30% for moderate amplitude flow variations (i.e., for \( \alpha \) in the range of 0.5 to 0.7) when the period of flow variation is on the order of ten or
more times the mean flow time constant. Bohac [88] and Sherman [87] have both reported underestimation errors of this magnitude.

Given the importance of long-period flow variations, it is natural to ask if one should expect to encounter such long-period flow variations in the field. Infiltration time constants for buildings range, typically from 0.5 to 5 hours (i.e., infiltration rates of 0.20 to 2.0 air changes per hour may be considered typical), thus, from a practical point of view we should be particularly concerned with periods of flow variation exceeding from 5 to 50 hours. Flow variations driven by occupant intervention and HVAC system operation are likely to introduce a diurnal, 24 hour, component (e.g., night set-back of heating and cooling systems and daily airings of occupied spaces) that should be expected to be important in buildings having higher infiltration rates. Flow variations driven by wind and ambient temperature variations may be expected to reflect the spectral content of the wind and thermal environment both of which reveal significant variations in the semi-diurnal, 12 hour, to several-day time periods (i.e., periods associated with weather variation) and, therefore, may be expected to important for all buildings. Therefore, long-period flow variations can be expected to be commonplace in the field and will introduce errors in the airflow rates determined with the constant injection technique.

**Multi-Zone Theory**

The development of the theory for multi-zone building idealizations follows that presented above for single-zone idealizations in that we shall consider, first, instantaneous mass balance equations and from them derive integral mass balance relations using the integral mean value theorem. Now, however, we shall have to consider systems of equations and, consequently, the solution for airflows will involve matrix, rather than scalar, algebraic operations. As a result, the issues of *singularity* and *conditioning* of the resulting equations will become a central concern and will, largely, determine the success or failure of any proposed multi-zone tracer technique.

We begin by stating that contaminant dispersal in a multi-zone idealization of a building airflow system may be described by the following instantaneous mass balance equations (see
\[ [W][C] + [M]\frac{d[C]}{dt} = [G] \]

where;

- \([W]\) is the \textit{system mass transport matrix},
- \([C]\) is a vector of nodal concentrations (i.e., concentrations at discrete spacial locations in the building airflow system), which, for our purposes corresponds to a vector of zonal concentrations,
- \([M]\) is the \textit{system mass matrix}, which, for our purposes is a diagonal matrix with entries equal to the mass of the volume of air contained in each zone,
- \([G]\) is the \textit{system generation vector}, which, for our purposes is a vector of zonal tracer mass generation rates.

The system transport matrix is, in general, \textit{assembled} from expressions defining mass transport due to both flow and nonflow transport processes (e.g., airflow rates and chemical and physical rate constants). Consequently, one may devise tracer gas techniques to determine the elements of this matrix from measured concentration data, and thereby determine the characteristics of both flow and nonflow transport processes that define this matrix. Our purpose is somewhat more limited; we seek to determine the flow characteristics of a multi-zone building airflow system using tracers that are affected only by flow transport processes and leave the determination of the characteristics of nonflow transport processes to future study.

To this end we shall consider the determination of airflows for a multi-zone building idealization consisting of \(n\) well-mixed building zones and a single well-mixed exterior (i.e., outdoor) "zone," with single flow paths linking each of these zone to all others. Furthermore, we shall assume that airflow from zone-to-zone is practically instantaneous. A three-zone example of such an idealization is illustrated below in Figure 9.

![Figure 9 A Three-Building-Zone Idealization](image-url)
It will be convenient to identify the exterior zone as zone "0" and number the building zones from 1 to n, so that the elements of the concentration vector, \{C\}, the system mass matrix, [M], and the system generation vector, \{G\}, are:

\[
\{C\}^T = \{C_0, C_1, C_2, \ldots C_n\}^T
\]

\[
[M] = \text{diag}\{m_0, m_1, m_2, \ldots m_n\}
\]

\[
\{G\}^T = \{G_0, G_1, G_2, \ldots G_n\}^T
\]

where \(C_i\), \(m_i\), and \(G_i\) are, respectively, the concentration of tracer in zone \(i\) (expressed in terms of mass fraction; mass tracer/mass air), the mass of the volume of air in zone \(i\), and the mass generation rate of tracer in zone \(i\). (The mass of air in the exterior zone "0" shall be considered infinite.)

Designating the mass flow rate of air from zone \(i\) to zone \(j\) by \(w_{ij}\), we may directly assemble the system mass transport matrix to obtain:

\[
[W] = \begin{bmatrix}
W_{00} & W_{01} & \cdots & W_{0n} \\
W_{10} & W_{11} & \cdots & W_{1n} \\
\vdots & \vdots & \ddots & \vdots \\
W_{n0} & W_{n1} & \cdots & W_{nn}
\end{bmatrix}
\]

where we admit only positive values for \(w_{ij}\). It should be noted that the diagonal terms are equal to total air mass flow out of each zone.

The central objective of multi-zone tracer techniques is to determine the elements of the mass transport matrix, \([W]\), and thereby determine the airflows, \(w_{ij}\), in equation (18). With this objective in mind we may transpose and rewrite equation (14) in the following form:

\[
\{C\}^T[W]^T - \{G\} = \frac{d\{C\}}{dt}
\]

which, when expanded, has the form:
From the point of view of tracer analysis the Ci's, Gi's, and dCi/dt's may be considered to be quantities that are measured at some instant in time with the Gi's defining the tracer injection at that time and the Ci's and dCi/dt's the corresponding concentration response. Together we shall designate these quantities, determined at some instant in time, as an instantaneous data set. To distinguish data set i from all others we shall use the superscript i as follows:

\[
\text{Instantaneous Data Set } i
\]

\[
\{C_0^i, C_1^i, \ldots, C_n^i\}, \{\frac{dC_0^i}{dt}, \frac{dC_1^i}{dt}, \ldots, \frac{dC_n^i}{dt}\}, \{G_0^i, G_1^i, \ldots, G_n^i\}
\]

From the form of equation (19) it is clear that we shall need (n+1) data sets to define a determined set of equations (i.e., to have sufficient equations to determine the elements of the \([W]\) matrix):

\[
\begin{bmatrix}
\{C_0^0, C_1^0, \ldots, C_n^0\} \\
\{C_0^1, C_1^1, \ldots, C_n^1\} \\
\vdots \\
\{C_0^n, C_1^n, \ldots, C_n^n\}
\end{bmatrix} \begin{bmatrix}
W_{00} & W_{10} & \ldots & W_{n0} \\
W_{01} & W_{11} & \ldots & W_{n1} \\
\vdots & \vdots & \ddots & \vdots \\
W_{0n} & W_{1n} & \ldots & W_{nn}
\end{bmatrix} = \begin{bmatrix}
(G_0^0 - m_0 \frac{dC_0^0}{dt}) & (G_1^0 - m_1 \frac{dC_1^0}{dt}) & \ldots & (G_n^0 - m_n \frac{dC_n^0}{dt}) \\
(G_0^1 - m_0 \frac{dC_0^1}{dt}) & (G_1^1 - m_1 \frac{dC_1^1}{dt}) & \ldots & (G_n^1 - m_n \frac{dC_n^1}{dt}) \\
\vdots & \vdots & \ddots & \vdots \\
(G_0^n - m_0 \frac{dC_0^n}{dt}) & (G_1^n - m_1 \frac{dC_1^n}{dt}) & \ldots & (G_n^n - m_n \frac{dC_n^n}{dt})
\end{bmatrix}
\]

(20a)

To simplify notation we shall represent equation (20a) in concise notation as:

\[
[C] [W]^T = [T]
\]

(20b)

The (instantaneous) concentration matrix, \([C]\), would be formed from measured tracer concentration data; the (instantaneous) tracer rate matrix, \([T]\), would be formed from the known tracer injection rates corrected by the "mdC/dt" accumulation rate term. This set of equations defines the instantaneous inverse (contaminant dispersal) problem.

Following the same procedure used above in the single-zone theory we may also formulate the integral inverse (contaminant dispersal) problem. We begin by integrating equation (19) over an arbitrary time interval, \((t_1, t_2)\), and apply the integral mean value theorem to obtain:

\[
\{\int C_0, \int C_1, \ldots, \int C_n\} [W(\Xi)]^T = \{(\int G_0 - m_0 \Delta C_0), \ldots, (\int G_n - m_n \Delta C_n)\}
\]

(21)
where we have introduced the short-hand notation:

\[ \int_{t_1}^{t_2} C_i \, dt ; \int_{t_1}^{t_2} G_j \, dt ; \Delta C_i = C_i(t_2) - C_i(t_1) \]

Here, we must introduce a separate unknown time, \( \xi \), for each element of the mass transport matrix:

\[
[W(\xi)]^T = \begin{bmatrix}
W_{00}(\xi_{00}) & W_{10}(\xi_{01}) & \cdots & W_{n0}(\xi_{0n}) \\
W_{01}(\xi_{01}) & W_{11}(\xi_{11}) & \cdots & W_{n1}(\xi_{1n}) \\
\vdots & \vdots & \ddots & \vdots \\
W_{0n}(\xi_{0n}) & W_{1n}(\xi_{1n}) & \cdots & W_{nn}(\xi_{nn})
\end{bmatrix}
\]  

(22)

In the integral formulation the \( \int C_i \)'s, \( \int G_j \)'s, \( \Delta C_i \)'s, and, now, the \( \xi_j \) which depend upon the nature of the measured data, constitute a data set. As before, to distinguish one data set, \( i \), from all others we shall use a superscript \( i \) as follows:

\[
\text{Integral Data Set } i \quad \{\int C^i_0, \int C^i_1, \ldots \int C^i_n \}, \{\Delta C^i_0, \Delta C^i_1, \ldots \Delta C^i_n \}, \{\int G^i_0, \int G^i_1, \ldots \int G^i_n \}, \{\xi^i \}
\]

If \((n+1)\) integral data sets are collected satisfying the condition:

\[
[W([\xi^0])] = [W([\xi^1])] = [W([\xi^2])] = \ldots [W([\xi^n])] = [\bar{W}]
\]  

(23)

then, and only then, we may assemble a system of equations to determine the elements of the mass transport matrix as:

\[
\begin{bmatrix}
\{\int C^0_0, \int C^0_1, \ldots \int C^0_n \} \\
\{\int C^1_0, \int C^1_1, \ldots \int C^1_n \} \\
\vdots \\
\{\int C^n_0, \int C^n_1, \ldots \int C^n_n \}
\end{bmatrix}
\begin{bmatrix}
\bar{W}_{00} & \bar{W}_{10} & \cdots & \bar{W}_{n0} \\
\bar{W}_{01} & \bar{W}_{11} & \cdots & \bar{W}_{n1} \\
\vdots & \vdots & \ddots & \vdots \\
\bar{W}_{0n} & \bar{W}_{1n} & \cdots & \bar{W}_{nn}
\end{bmatrix}
\begin{bmatrix}
\{\int G^0_0 - m_0 \Delta C^0_0, \ldots \int G^0_n - m_n \Delta C^0_n \} \\
\{\int G^1_0 - m_0 \Delta C^1_0, \ldots \int G^1_n - m_n \Delta C^1_n \} \\
\vdots \\
\{\int G^n_0 - m_0 \Delta C^n_0, \ldots \int G^n_n - m_n \Delta C^n_n \}
\end{bmatrix}
\]  

(24a)

To simplify notation we shall represent equation (24a) in concise notation as:

\[
[\int C][\bar{W}]^T = [\bar{T}]
\]  

(24b)

The integral concentration matrix, \([\int C]\), would be formed from measured tracer concentration data; the integral tracer matrix, \([\bar{T}]\), would be formed from the known tracer injection amounts corrected by the "mAC" accumulation term. This set of equations defines the integral inverse (contaminant dispersal) problem.

It must be emphasized that the formulation of the integral inverse problem depends critically on the condition imposed by the integral mean value theorem, equation (23). In practical
situations we should expect system airflows to vary with time. If all airflows in the system do not vary greatly over the time period spanning all integral time intervals used to evaluate the \((n+1)\) data sets, then this condition will essentially be met. If the flow variation is a high frequency variation (i.e., relative to the time period spanning all time intervals used to evaluate the \((n+1)\) data sets and the dominant time constant of the system) then we should expect the condition of equation (23) will be met and, furthermore, the mass transport matrix will correspond to a mean flow condition in the system.

Practically speaking, then, to be able to apply the integral inverse formulation to tracer analysis with confidence, we should employ tracer injection and data collection strategies that may be completed rapidly. Both the pulse injection strategy and a integral constant injection strategy can meet this objective, especially if multiple tracers are employed.

**Singularity and Conditioning of the Inverse Formulations**

Although equations (20) and (24) appear to have the form of a determined system of equations (i.e., \((n+1)\) equations of \((n+1)\) unknowns for \((n+1)\) sets of right hand sides), they will yield solutions (i.e., be nonsingular) only if they describe \((n+1)\) linearly independent equations. From the theory of linear systems of algebraic equations we know that linear independence, or nonsingularity, will be realized if the concentration matrix, \([C]\), for equation (20), or the integral concentration matrix \([IC]\), for equation (24), consists of linearly independent row vectors. We shall, therefore, consider this a necessary condition that must be met by any tracer gas technique.

Even if these row vectors can be shown to be linearly independent, in principal, "near-singularity" may still result, due to the limitations of finite-precision calculations, that will manifest itself in terms of the *conditioning* of the inverse problem and result in, possibly, unacceptable error in the determination of the elements of the mass transport matrix. That is to say, if the row vectors are "nearly" dependent due to measurement error, a poor measurement and injection strategy, and/or the intrinsic character of the building idealization being studied\(^2\), then the resulting system of inverse equations will be ill-conditioned\(^3\) and results obtained from them may be overwhelmed by error.

In principal, a well-conditioned system of inverse equations can be formed if a tracer injection strategy is chosen that will not only result in linearly independent row vectors but data sets that satisfy the orthogonality condition:

\[
\{C^i\}^T\{C^j\} = 0 ; \ i, j = 1, 2, \ldots \ n ; \ i \neq j
\]  
for the instantaneous form, or

\[
\{IC^i\}^T\{IC^j\} = 0 ; \ i, j = 1, 2, \ldots \ n ; \ i \neq j
\]  
for the integral form. One could achieve this objective if one could identify a tracer injection strategy that would result in measurable concentrations in a single zone and zero concentrations in all others, that is one that would result in \(n\) row vectors of the form:

\[
\begin{align*}
\{C^i\}^T &= C^i \begin{bmatrix} 0 & \ldots & 1 & \ldots & 0 \end{bmatrix} = C^i \{e_j\}^T
\end{align*}
\]

\(^2\) For example, idealizing two building volumes having very large air exchange rates with each other as separate, well-mixed zones, rather than a single well-mixed zone, will lead to a poorly conditioned inverse problem.

\(^3\) An ill-conditioned problem is one for which relative errors in the data defining the problem will tend to become amplified to result in larger relative errors in the solution of the problem.
for the instantaneous case, or:

\[ \{ \mathbf{C}_i \}^T = \mathbf{C}_i \{ \begin{array}{cccc}
0 & \ldots & 1 & \ldots & 0 \end{array} \} = \mathbf{C}_i \{ \mathbf{e}_i \}^T \]

for the integral case, where \( \mathbf{C}_i \) and \( \mathbf{C}_i^l \) are scalars and \( \{ \mathbf{e}_i \} \) is a vector with a unit value for element \( i \) and zero values elsewhere. (For conditions of steady flow the orthogonality conditions of equations (25) and (26) would be met by utilizing the system eigenvectors, but steady flow conditions will not in general prevail and the analyst will, in any event, have no a priori knowledge of these eigenvectors.)

It will not, in general, be possible to achieve this end. One may, however, approach this goal practically by exciting each zone with an individual tracer injection so that, presumably, the concentration response in the excited zone will be greater than that in all others. This strategy must be considered fundamental to any multi-zone tracer gas technique, and has been used as the basis of the multi-zone constant injection tracer technique and the pulse injection technique.

**Conservation of Air Mass Flow**

Regrettably, one zone, the exterior "zone," which will be involved in all real building idealizations, can not be excited by tracer injection (due to its practically infinite volume it tends to act as a constant concentration sink) and, therefore, in applying the individual zone injection strategy, we will find ourselves short by one data set. By demanding, however, the conservation of total air mass flow we may obtain this needed \((n+1)\)th equation.

The conservation of total mass flow may be conveniently realized by recognizing that the mass concentration for air in all zones is unity and unchanging. The instantaneous data set for air alone is:

\[ \begin{align*}
\text{air} \ C_i &= 1 ; & \frac{d \text{air} \ C_i}{dt} &= 0 ; & \text{air} \ G_i &= 0 \\
\end{align*} \]

and, the integral data set for air alone:

\[ \begin{align*}
\int \text{air} \ C_i &= 1 \Delta t ; & \Delta \text{air} \ C_i &= 0 ; & \int \text{air} \ G_i &= 0 ; & \Delta t &= (t_2 - t_1) \\
\end{align*} \]

Using these data sets we obtain the first of the required \((n+1)\) equations:

\[ \{1, 1, \ldots 1\} \begin{bmatrix} W_{00} & W_{10} & \ldots & W_{n0} \\
W_{01} & W_{11} & \ldots & W_{n1} \\
\ldots & \ldots & \ldots & \ldots \\
W_{0n} & W_{1n} & \ldots & W_{nn} \end{bmatrix} = \{0, 0, \ldots 0\} \]

\[ (27) \]

for the instantaneous form of the inverse analysis equations, and

\[ \{1, 1, \ldots 1\} \begin{bmatrix} \bar{W}_{00} & \bar{W}_{10} & \ldots & \bar{W}_{n0} \\
\bar{W}_{01} & \bar{W}_{11} & \ldots & \bar{W}_{n1} \\
\ldots & \ldots & \ldots & \ldots \\
\bar{W}_{0n} & \bar{W}_{1n} & \ldots & \bar{W}_{nn} \end{bmatrix} = \{0, 0, \ldots 0\} \]

\[ (28) \]
for the integral forms of the inverse analysis equations.

**The Tracer Rate and Integral Tracer Matrices**

The formation of the terms of the tracer rate and integral tracer matrices, \([T]\) and \([\int T]\), corresponding to the exterior environment:

\[
(G_0^i - m_0\frac{dC_0^i}{dt}) \text{ and } (\int G_0^i - m_0\Delta C_0^i) ; i = 1, 2, \ldots n
\]

presents a problem since the mass of air in the exterior zone, \(m_0\), is considered infinite. In practice, however, it will not be reasonable to inject tracer into the exterior zone directly thus we may assume \(G_0\) to be zero and, therefore, requiring conservation of tracer mass for each data set we may conclude that:

\[
m_0\frac{dC_0^i}{dt} = \sum_{j=1}^{n} (G_j^i - m_j\frac{dC_j^i}{dt})
\]

\[
m_0\Delta C_0^i = \sum_{j=1}^{n} (\int G_j^i - m_j\Delta C_j^i)
\]

(29) \hspace{1cm} (30)

That is to say, the infinitesimal change in concentration of the infinite exterior mass is simply equal to the net (rate of) generation of tracer less the net (rate of) accumulation tracer (i.e., the first term of each row of the tracer rate and integral tracer matrices is simply equal to the sum of the other terms in the row which are readily determined from the measured data sets).

This resolves the practical problems of accounting for the infinite mass of the exterior zone and we are now in a position to consider collecting the additional \(n\) equations needed to form a complete inverse problem. Two approaches will be considered; the first based upon a pulse injection strategy and the second on a constant injection strategy.

**Multi-Zone Pulse Tracer Injection Strategy**

A multi-zone pulse injection of tracer may be employed to obtain a sufficient number of equations to formulate a complete inverse analysis problem. The injection and measurement strategy used for the multi-zone pulse injection technique is illustrated below in Figure 10 for a three-zone case. We first subject one zone to an individual, short-duration tracer pulse and measure the tracer concentration responses in all zones. A second zone is excited and, again, we measure the response in all zones. The process of excitation and response measurement is continued until all zones have been independently pulsed. These independent zone pulses may, conceivably, be done in series using a single tracer, done simultaneously using multiple tracers, or done as a series of multiple-tracer pulses.

If we feel confident that the condition of equation (23) has been realized experimentally (i.e., airflows in the system have remained more or less constant during the test time period) we may then directly substitute the measured data into equation (24) to form a complete inverse problem. As each zone is injected individually, the integral tracer matrix, \([\int T]\), will have generation integral contributions, \(\int G\), only along the diagonal; the off diagonal terms will involve only \(m\Delta C\) contributions. As in the single-zone case, for each data set we may consider arbitrary
time intervals of integration – complete purging of the system is not required if we carefully account for the $m\Delta C$ terms.

**Fig. 10 Multi-Zone Pulse Injection Technique**

**Nonsingularity of the Integral Concentration Matrix $[I_c]$**: If the pulse injected into zone $i$ is of a relatively short duration (i.e., the pulse duration is small relative to the smallest system time constant, approaching, in effect, an impulse excitation) then, given the assumption of well-mixed zones, the pulse will create an initial concentration in zone $i$ equal to the amount of tracer injected, $l_i$, divided by the mass of the air in zone $i$, $m_i$. That is to say, the pulse will establish an initial concentration condition:

$$\{C_i(t=0)\} = \left[\frac{l_i}{m_i}\right] \{e_i\} ; \quad l_i = \int_0^t G^i(t) \, dt$$

(31)

where the superscript $i$ is used to indicate data set $i$ and, as before, $G^i(t)$ is the pulse injection time history for zone $i$. From the theory of systems of differential equations we obtain the decay response of the system to this initial condition, for constant flow conditions, as:

$$\{C^i(t)\} = \exp(-[\tau] \, t) \left[\frac{l_i}{m_i}\right] \{e_i\} ; \quad [\tau] = [M]^{-1} [W]$$

(32)

where $[\tau]$ is sometimes called the *state matrix* of the system. Integrating this expression over the time interval $(t_1, t_2)$ we obtain a general expression for the rows (transposed) of the integral concentration matrix, $[I_c]$, as:

$$\int_{t_1}^{t_2} \{C^i(t)\} \, dt = [\tau]^{-1} \left[ [\exp(-[\tau] \, t_1)] - [\exp(-[\tau] \, t_2)] \right] \left[\frac{l_i}{m_i}\right] \{e_i\}$$

(33)

The state matrix $[\tau]$ will be nonsingular for system idealizations that satisfy continuity of total airflow (i.e., real systems) [see Axley 87, or 88a] and, therefore, it follows that both $[\tau]^{-1}$ and $\exp(-[\tau] \, t)$, for all $t$, will also be nonsingular. As a result, the product matrix on the right hand side of equation (33) will be nonsingular or, equivalently, will consist of linearly independent column vectors. The unit vector $\{e_i\}$ acts, then, to select one of these independent column vectors which when then scaled by the initial concentration $(l_i/m_i)$ forms the $i$th row (transposed) of the integral concentration matrix $[I_c]$. We may conclude then that the integral
concentration matrix $[\mathbf{C}]$ will be nonsingular (i.e., have independent rows) when a) flow is steady, b) an equivalent integration time interval (relative to the pulse injection) is used to integrate the concentration responses for all pulses, and c) the independent zone pulse strategy is employed. In the practical application of the pulse injection technique we select time intervals so that, presumably, condition a) and b) are substantially satisfied.

**Constant Injection Tracer Injection Strategy**

Another approach to obtain the needed equations to formulate a complete inverse analysis problem involves the constant injection strategy. In the ideal application of the constant injection technique each zone is subjected to an independent constant injection of tracer, and when the concentration in all zones becomes steady, they are measured to form a single concentration data set. This is repeated for all zones, as illustrated below in Figure 11, the concentration matrix $[\mathbf{C}]$ is formed from this measured data, and equation (20) is solved for the unknown airflows assuming steady conditions prevail (i.e., setting all $\frac{mdC}{dt}$ terms equal to zero). To independently inject each zone and yet measure steady state concentrations in all zones for each of the independent injections requires the simultaneous injection of multiple tracers, one for each zone.

![Diagram of Multi-Zone Constant Injection Technique](image)

**Nonsingularity of the Concentration Matrix $[\mathbf{C}]$**: If flow conditions are steady in the building system, we may obtain an expression for the concentration response to a constant injection in zone $i$, $\mathbf{G}_i$, directly from equation (14) as:

$$\{\mathbf{C}(t)\} = [\mathbf{W}]^{-1} \mathbf{G}_i \{\mathbf{e}_i\}$$

(34)

$[\mathbf{W}]$, and hence $[\mathbf{W}]^{-1}$, will be nonsingular for system idealizations that satisfy continuity of total airflow (i.e., real systems) and, therefore, will have independent column vectors. Again the unit vector, $\{\mathbf{e}_i\}$, that mathematically defines the individual zone injection strategy, acts to select one of the independent columns of $[\mathbf{W}]^{-1}$, which is then scaled by $\mathbf{G}_i$ to form one of the rows (transposed) of the concentration matrix. We may conclude, then, that the concentration matrix $[\mathbf{C}]$ will be nonsingular for the ideal conditions of constant airflow in the building system.

**Integral Constant Injection Technique**

As discussed earlier, in many practical situations the airflows in the building system will seldom remain constant long enough to achieve a steady state response. Therefore, it has become common practice to use average concentration measurements, taken over a relatively long time period, for the concentration data sets needed in equation (20). Using average values is completely equivalent to using integral data sets and, therefore, these values should be used in conjunction with the integral formulation of the problem, equation (24), rather than the
instantaneous form equation (20), but to do so we must be careful to satisfy the condition defined by equation (23) — a condition that, practically speaking, requires consideration of relatively short integration time intervals (i.e., averaging periods). For situations where airflow is likely to be nonconstant, then, one should use a integral constant injection tracer technique based upon equation (24), accounting for the $m \Delta C$ accumulation due to unsteady flow conditions and employing relatively short integration time intervals to assure the satisfaction of the condition of equation (23). The injection and measurement strategy used for the multi-zone integral constant injection technique is illustrated below in Figure 12 for a three-zone case.

![Figure 12: Multi-Zone Integral Constant Injection Technique](image)

**Solution of the Inverse Analysis Equations and Error Evaluation:**

Errors in the estimation of airflows by tracer techniques may be attributed to;

a) an inappropriate idealization of the building system being investigated,

b) uncertainties introduced via flow variations, and/or

c) error introduced via measurement error.

The idealization of a given building airflow system may, to a great extent, determine the success or failure of the application of tracer techniques to the determination of airflows in the building. For example, the idealization of a very well-mixed portion of a building system as a collection of multiple zones will, in itself, result in a poorly conditioned system of inverse equations that will tend to amplify measurement error. Although we attempt to provide some guidance in this paper we are forced to admit that the process of system idealization remains an art that requires considerable experience and skill.

It was shown that in the single-zone case flow variation could result in very large errors in the estimation of mean airflows. It must be expected that even greater errors will result in multi-zone cases due to the numerical phenomena of ill-conditioning that is intrinsically associated with the inverse problems being considered here. It is the primary responsibility of the analyst, then, to attempt to conduct a given tracer test in such a way that the underlying assumptions of the tracer technique are satisfied. With this done, numerical techniques exist to deal with solution errors resulting from measurement error.

The inverse problem defined by either equations (20) or (24), or their specific applications to the pulse injection, constant injection, or integral constant injection techniques must be expected to be ill-conditioned and, therefore, must be solved with special care to avoid unnecessary amplification of data errors. Conventional elimination or iterative equation solving techniques may be expected to fail for very ill-conditioned problems and, thus, the analyst is well-advised to employ numerically more stable algorithms. *Singular value decomposition* has become the method of choice for solving ill-conditioned problems and is recommended here [Press 86]. (Solution techniques based upon Cramer's Rule are always computational inferior to the elimination and iterative techniques and should, therefore, not be considered).

Furthermore, as the degree of ill-conditioning that might be associated with any given problem will not, in general, be evident, the analyst is well-advised to not only compute the
solution to the inverse problem; but also compute (and report) a measure of error associated with the solution. D'Ottavio [87] and Walker [85] have discussed error analysis techniques relating to the solution of both the constant injection technique and the pulse injection technique (Walker's *decay integral method*); their results apply here as well. Three error estimation techniques are offered; a) error estimation based upon perturbation analysis of systems of linear equations involving vector and matrix norms, b) error estimation based upon Monte Carlo error analysis, and c) error estimation based upon first order error analysis using Taylor expansions. The first approach provides an upper-bound error estimation. As this approach is sensitive to the scaling of the inverse equations, D'Ottavio employed *optimal scaling* of the equations, based upon scaling individual equations by the inverse of their row Euclidean norm, in conjunction with this approach to provide a (near) minimum upper bound error estimation.

Central to perturbation analysis of systems of linear equations is the so-called *condition number*, which, in simple terms, provides an upper bound estimate of the ratio of the maximum relative solution error to the maximum relative data error (i.e., an error amplification factor). Thus, reporting the condition number of the concentration matrix, \([C]\), (integral concentration matrix \([IC]\)) provides one means to characterize the error associated with the solution of a given problem. This condition number is conveniently computed as a by-product of singular value decomposition.

**Application of the Multi-Zone Pulse Injection Technique**

*Measurement Method*

The pulse techniques presented above provide flexible tools for the determination of building airflow rates, however, their successful application in a particular building requires the user to understand the building and its systems. Based on this understanding the user develops an "idealization" of the building as a series of zones and formulates the pulse experiment in order to determine specific airflow rates between these zones. This process of applying the pulse technique to a particular building consists of qualitative and quantitative aspects. The method begins with a qualitative analysis of the building layout and the ventilation system equipment and zoning. The major zones and system airflow paths of the building are identified, and the existence of unexpected or undesired airflows due to envelope leakage, poor system performance or inadequate separation between zones are investigated. A qualitative airflow diagnosis, using hand-held instrumentation (e.g. anemometers), "smoke-sticks", or tracer gas pulses, can serve to further elucidate the building's airflow characteristics. For example, exhaust airflows may be verified as such or shown to be not flowing in the expected direction. In addition, certain airflows may be shown to be zero, and need not be included in the idealization.

Based on the qualitative analysis and the particular airflows that the experimenter is interested in, a system or subsystem idealization of the building is developed. This idealization consists of a series of well-mixed zones connected by airflow paths. The idealization need not include every airflow and every zone in the building. In fact, such an all-inclusive model of a building will generally be unmanageably complex from an experimental point of view and involve the determination of more airflow rates than are necessarily of interest. In certain circumstances, a selected subsystem of the building can be investigated, providing information without consideration of the rest of the building.

Once the building idealization has been developed, the quantitative experimental analysis of this system is conducted. One must define tracer gas injection and air sampling strategies, in conjunction with one's data collection and analysis approaches. The injection strategy includes the manner in which the tracer will be delivered to each zone, the amount of tracer to be injected and a means for determining this amount, and the timing of the injections into the various zones. The air sampling strategy includes the number and location of air sampling points in each zone, and the manner in which they will be sampled (real-time monitoring or container averaging).
Real-time monitoring must be conducted with consideration given to the sampling frequency of the tracer gas monitor and the transport of air samples from the sampling locations to the monitor. Once the data is collected it is converted into the form of equation (24), one row for each tracer gas injection, which is then solved for the unknown airflows and analyzed to provide some evaluation of error. In the studies considered below the solution was achieved using the robust and stable numerical method known as singular value decomposition [Press 86] and the error was characterized by the condition number of the system which is obtained as a by-product of the singular value decomposition.

**Measured Results: NBS Office Building Studies**

Two examples of the application of integral pulse techniques to a fifteen-story office building in Washington, DC are presented. This building has four separate air handlers serving the fifteen-story tower section, two for the fourteenth and fifteenth floors, and two more serving floors one through thirteen. These air handlers run on 100% outdoor air and are located in a penthouse mechanical room. The air from the building is exhausted through a relief air system directly to the outdoors, with no provision for the recirculation of return air. On each floor, air from the supply air ducts is forced into a ceiling plenum from which it enters the occupied space through diffusers in the suspended ceiling as shown in Figure 13. Based on an on-site inspection of the building and its systems, it was noted that there were significant amounts of supply air leaking from the pressurized ceiling plenum to the relief air shafts, to other service shafts, and through the exterior envelope. This leakage led to the question of exactly how much of the supply air was actually reaching the occupied space on the floors. In addition, strong airflows were noted in the two stairways in the building, flowing up to the penthouse mechanical room.

Fig. 13 Simplified Section of an Individual Floor of Tower

Based on the inspection of the building and its systems, two different idealizations of the building were investigated with integral pulse tests. As shown in Figures 14 and 16 these idealizations include one of the whole tower and the penthouse, and the second is of an individual floor. In the first idealization, the tower is modeled as three building zones, based on the air handler zoning and the observed importance of the penthouse. Zone 1 consists of the penthouse mechanical room, the fourteenth and fifteenth floors are modeled as a single zone – zone 2, and zone 3 idealizes floors three through thirteen. It must be emphasized that these groups of floors behave as single well-mixed zones only for the tracer injection strategy used in the tower tests (i.e., they respond with practically uniform concentrations for this particular injection strategy). For other injections or releases of contaminant these floors will, in general, behave differently. The second model is an example of a building subsystem that enables the investigation of limited aspects of the building's air exchange characteristics. This model is
based upon the characteristics of an individual floor and its response to the tracer injection strategy used to study the floor. An individual floor is modeled as two zones, a supply zone and an occupied zone. The supply zone includes the supply air distribution system for a floor and the occupied zone includes the space below the suspended ceiling. The supply zone is a conceptualization, not a distinct physical volume that is contained between well-defined boundaries. Therefore, the mass of the supply zone can not be used in analyzing the data, that is the integrals corresponding to the supply zone injection must begin and end when the supply air concentration equals zero.

The tower model depicted in Figure 14 was investigated using successive pulse injections of sulfur hexafluoride (SF₆) into the penthouse (zone 1), the fourteenth and fifteenth floors (zone 2), and floors three through thirteen (zone 3). A premeasured amount of SF₆ was injected into the penthouse by hand while walking throughout the space over a period of about two minutes. The injections into the other two zones were made by injecting SF₆ into the air handlers serving these zones through flowmeters at a known rate for a known length of time (about one minute). The penthouse concentration response was very short-lived and therefore the tracer gas injection period was included in the concentration integral. Because of leakage in the supply air distribution systems serving the building, the injection periods were not included in the integrals of the concentration response to the injections in zones 2 and 3. The results of one of the tower pulse tests are shown in Figure 14. The airflow rates from the outdoors (zone

**Fig. 14 Office Tower Three-Zone Idealization and Results for 12/1/87**

(all flows m³/s)
0) into zones 2 and 3 include intentional outdoor air intake through the air handlers and the infiltration of air through leaks in the exterior envelope of the building. The airflow rate through the air handlers serving zone 2 is about 7 m$^3$/s, as measured with a duct pulse test, but not all of this supply air gets to the zone due to leaks in the supply air system. Therefore the difference between the measured airflow rate from the outdoors to zone 2, 8.5 m$^3$/s, and the measured airflow rate through the air handlers is a lower limit on the infiltration airflow into zone 1, i.e., 1.5 m$^3$/s or about 0.5 air changes per hour. Similarly, the airflow rate through the air handlers serving zone 3 is about 20 m$^3$/s. Only 18.7 m$^3$/s of outdoor airflow into zone 3 was measured, and therefore no estimate of the minimum infiltration rate into that zone can be made.

Using the measured flow rates and the known injection time histories, the concentration response of the tower was determined analytically using the program CONTAM87 [Axley 88a]. Predicted (modeled) concentration time histories are compared below, Figure 15, to measured values; the close agreement provides an indication of validation of the pulse injection technique.

![Fig. 15 Comparison of Measured and Predicted Response to Pulse Injections](image-url)
The floor model in Figure 16 was investigated with a pulse test in order to determine the amount of supply air that was bypassing the occupied space of the floor. In this idealization of a floor of this building, zone 0 includes the outdoors and the rest of the building, zone 1 is the supply air distribution system, and zone 2 is the occupied space of the floor. This idealization is appropriate because the floors of this building are well separated from each other in terms of airflow. During these tests the SF₆ concentration was measured on the floors above and below the floor being tested, and there was essentially no SF₆ on the surrounding floors. The injection into zone 1 was made by hand into the supply air ductwork, and the concentration response in this ductwork was determined by filling an air sample container to determine the average concentration. This was essentially a duct pulse test to determine the supply airflow rate to the floor, but the concentration response was also measured in real-time at four locations in the occupied space (zone 2). The integral of this concentration response obviously included the tracer gas injection period. The tracer gas injection into zone 2 was made by hand; a known amount of SF₆ was released throughout the occupied space. Since there was no backflow from the occupied space into the supply air system there was no need to measure the concentration response in zone 1. The results for a set of repeated "floor-bypass" tests are presented in Figure 16. These results are based upon a series of three injection tests; the supply zone was injected once and the occupied space was subjected to two separate injections. The test A results were computed using concentration data for the single supply zone injection and the first of the occupied space injections; the test B results were computed using concentration data for the supply zone injection and the second of the occupied space injections. A comparison of these results provides an indication of the uncertainty of the computed flows. During this test, and during other tests on this and other floors of the building, it was found that a significant percentage of the supply air intended for this floor does not reach the occupied space. The supply air "bypasses" the occupied space due to several leaks in the pressurized ceiling supply air plenum that allow the supply air to flow into the relief air system, service shafts in the building, and the outdoors instead of through the ceiling diffusers into the occupied space.

Test A Results
Condition Number = 3.2

Test B Results
Condition Number = 3.4

Fig. 16 Individual Floor Idealization and Results for Repeated Tests of 12/17/87
(all flows m³/s)
CONCLUSION

The pulse injection tracer techniques, based on integral mass balance formulations, provide useful tools for studying building airflow systems. The duct pulse application provides a rapid and convenient means of measuring airflows in ducts. The building pulse applications are capable of determining airflow rates in multi-zone building systems in relatively short time periods (i.e., time periods on the order of the dominant system time constants), and can be employed with a single tracer gas. Pulse injection determinations of airflow rates may be expected to be relatively insensitive to variations in airflow rates, and the analysis of data from field studies to date indicate that the multi-zone pulse injection technique may be expected to yield relatively well-conditioned equations. In the multi-zone pulse injection technique, as in all multi-zone tracer gas techniques, the manner in which the building airflow system is idealized as a series of inter-connected zones is pivotal in obtaining a well-conditioned system of equations and, thereby, reasonable estimates of the system airflow rates.

The development of the pulse injection techniques has implications for other tracer gas measurement approaches. Integral mass balance relations should be applied to existing tracer injection strategies to provide alternate formulations and, possibly, to identify strategies of minimizing errors in the determination of airflow rates. An integral formulation of the constant injection technique, which, in principal, should avoid some of the problems of the technique as commonly used, was presented and should be considered further. The pulse injection techniques themselves require additional study in both laboratory and field settings to more completely examine sources of errors and to better establish experimental procedures for their practical application.
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Discussion

Paper 8

C-A. Roulet (Ecole Polytechnique Federale de Lausanne, Switzerland) You claim that your interesting development applied to multizone buildings leads to well conditioned equations: (a) Which norm did you use in your example? (b) Is the low condition number you achieved typical or exceptional?

J. Axley, National Bureau of Standards, USA (a) The condition number was computed by singular value decomposition of the system of integral mass balance equations; the condition number is the ratio of the highest to lowest singular values. Importantly also, the equations were scaled by flow euclidean norm to produce a near minimum determination of the condition number. (b) Regrettably we have had little experience of applying the pulse injection technique to real buildings. In principle however we know that the conditioning of the system will depend upon: (i) the geometry of the building air distribution system (e.g. zone volumes and flow path topology) (ii) the idealisation of the building (iii) the tracer injection strategy employed, and, to a lesser extent (iv) errors introduced in measurement. It is possible to give many examples of systems that may be expected to be very ill-conditioned. Any building system idealisation involving 2 or more zones that have very large interzonal flows must be expected to be very ill-conditioned. In general increasing the number of zones in a given building idealisation will directly lead to greater ill-conditioning. Finally, if the analyst is not careful to independently excite each zone then he would expect to produce a data set that leads to very ill-conditioned equations.

M. Sherman (Lawrence Berkeley Laboratory, USA) The ill-conditioning of the multizone equation can cause both an amplification of random errors and a bias in the system - in fact physically impossible results can occur. However, by using the covariance matrix of the data it is possible to improve the estimates of the flow matrix. A principle value decomposition will separate those quantities that are well determined from those that are not. We at LBL have been working on these issues and the results are to be published in the literature.

M. Sherman (Lawrence Berkeley Laboratory, USA) It is important to note that any formalism which involves the integration of tracer concentration is subject to systematic underprediction as referred to in the paper, the pulse technique is no exception. However the shorter the integration time and the more constant the air change rate the less the bias. Thus the short (1/2 to 1 hour) time used in the pulse method will result in a much smaller bias than, for example the PFT technique. Could you comment on the three time constants involved in these systems?
J. Axley, National Bureau of Standards, USA

Time constants for this system were computed using the estimated airflows reported in Fig.14. As I recall these time constants were approximately 1.2, 0.7 and 0.2 hours and are revealed directly in the concentration time histories shown in Fig.15. As also evidenced by Fig.15 data was collected for a period of 2 to 3 hours for each pulse injection. Numerical investigations indicated however that only the data taken from the first hour of these concentration time histories was needed to compute flows accurately (SF6 concentration data below 1 ppm was not used).
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SYNOPSIS

A unique multiple tracer experimental system has been developed and utilized within commercial buildings to monitor ventilation rates, air exchange efficiency, ages of air (at multiple indoor locations), flow rates of supply and outside air, and percent outside air in supply airstreams. The multiple tracer technique also makes it possible to determine the fractions of air at a monitoring point that entered the building through a particular air handler and by infiltration. To label the incoming air, a distinct tracer gas is injected at a constant rate into each outside air or supply airstream. Cart-mounted gas chromatographs are placed in mechanical rooms and monitor tracer gas concentrations versus time in the major airstreams of the air handlers. Small "local samplers" placed at various indoor locations are utilized to monitor local ages of air. Age distribution theory is applied to determine ages of air; however, the standard methods of applying this theory are modified to process the multiple tracer data. The experimental system, methods of data analysis and the results of studies in both a twelve-story building and a complex of three interconnected two-story office buildings are presented. Rates of outside air supply per occupant were comparable to or above the minimum rate of 10 l/s-occupant specified in the draft revised version of the ASHRAE ventilation standard. Within regions of these buildings that are served by a single air handler that supplies a mixture of outside and recirculated indoor air, the measured ages of air varied by 30% or less from the region-average age. Monitoring at different heights above floor level provided no evidence of either a short-circuiting or displacement flow pattern within rooms. The age of air varied more substantially between physically isolated regions of a building, regions served by different air handlers, and over time. In the complex of three buildings, air exchange efficiency values were close to 0.5 suggesting relatively uniform mixing of air in regions served by a single air handler. In the other building, air was supplied and removed from physically-separated regions, and the air exchange efficiency was 0.7.

1.0 INTRODUCTION

Researchers in the U.S. have reported the results of measuring the nominal ventilation rate, i.e., outside air supply rate per unit building volume, in approximately 50 U.S. commercial buildings. The nominal ventilation rate, and parameters that can be derived from the nominal ventilation rate, are sufficient for characterizing the rate of ventilation only in buildings where the air is thoroughly mixed. Data that indicate the extent to which air is mixed in commercial buildings are largely unavailable. Mixing may depend on building size, internal configuration, the number and type of air handlers, and numerous other factors. When the indoor air is not fully mixed, indoor air quality and building energy consumption are influenced by such factors as local ventilation rates or ages of air, the extent and direction of interzonal air flow, the pattern of air flow between locations of air supply and removal, and the associated values of air exchange efficiency. We have obtained this detailed information on ventilation as well as more traditional information on building ventilation by labeling each airstream of entering outside air with a distinct tracer gas, appropriate monitoring of tracer gas concentrations, and specific procedures of data analysis. We describe our technical approach, methods of evaluating the data, and the results from two buildings.

2.0 TECHNICAL APPROACH

2.1 Tracer Decay
A tracer gas decay is the most common method of monitoring ventilation within large buildings. Ideally, the indoor air is uniformly labeled with a tracer gas at some point in time (so that tracer concentrations are nearly identical throughout the building) and tracer gas concentrations are measured as a function of time as they decrease (decay) because of the entry of tracer-free outside air. Sandberg and others have described data analysis procedures for determining nominal and local ages of air (where "local" refers to a location within the building), local ventilation rates, and air exchange efficiencies from the tracer gas data when a single tracer gas is employed. There are limitations to the information obtained from a tracer gas decay; for example, a tracer decay conducted with a single tracer gas does not provide information on interzonal air flow. In addition, in many large buildings with multiple air handling units (AHUs), obtaining satisfactory initial mixing of the tracer gas with the indoor air is very difficult -- in such instances, local ages of air, local ventilation rates, and air exchange efficiencies values cannot be determined.

2.2 Multiple Tracer Step-up

This research effort is based largely on another tracer gas technique called a multiple tracer step-up. Each stream of outside air that enters the building through an AHU is labeled uniformly with a distinct tracer gas by injecting the tracer gas into this airstream at a constant rate. Tracer gas concentrations are monitored as a function of time in the major ducts of the AHUs and, if sufficient monitoring equipment is available, in other exhaust airstreams such as bathroom exhausts. Injection is continued until concentrations in the return/exhaust ducts and in other exhaust ducts are stable (i.e., no longer increasing more than five to ten percent per hour). The time-average and steady state tracer concentrations of all the tracer gases are monitored at numerous locations within the occupied space. This multiple tracer step-up technique is usually impractical in buildings with more than three or four outside air intakes because of limitations in the number of tracer gases and limited monitoring equipment.

Many AHUs do not contain an outside air duct -- instead the outside air passes through the outside air dampers and immediately into a mixing box where mixing between the outside air and recirculated indoor air occurs (see Fig. 1). In this type of AHU, a tracer gas is usually injected into the supply airstream (the mixture of outside and recirculated air). If the outside air and recirculated air mix thoroughly, this method is functionally identical to injecting tracer directly into the stream of outside air; although a slightly different method of data analysis is required.

2.3 Monitoring System

The tracer gases, sulfur hexafluoride (SF₆) and four halocarbons [bromotrifluoromethane (R-13B1), chloropentafluoromethane (R-115), dichlorodifluoromethane (R-12), and 1,2-dichlorotetrafluoroethane (R-114)], were selected based on a consideration of toxicity, cost, and the ease of simultaneous measurements of tracer gas concentrations with a single instrument. Maximum tracer gas concentrations are approximately 200 parts per billion (ppb) for SF₆, 500 ppb for R-13B1, and 1000 ppb for the other tracers. These tracer gases may decompose, yielding toxic decomposition products, if they pass through a flame or burning tobacco, or contact a very hot surface (e.g., electric resistance heating element). Based on our recent experimental studies and calculations, tracer gas decomposition should not be a problem in typical commercial buildings if tracer gas concentrations are limited to the maximum values noted above and there are not unusual sources of tracer decomposition. However, we suggest further studies of this issue before these tracers are used at much higher concentrations in occupied buildings.
The major components of the monitoring system can be deployed as indicated in Fig. 1. Cart-mounted gas chromatograph systems (GCs) each with an electron capture detector, signal integrator, computer data logger, and pumps and valves for sampling from three locations are usually deployed in the mechanical rooms. A sample containing the first four tracer gases listed above is analyzed in approximately 4.5 minutes with the GC oven at a constant 35°C. To include measurements of the fifth tracer gas (R-114) requires eight minutes and a variable oven temperature. Approximately ten gas standards are used to calibrate the GCs—these gas standards are stored in sample bags and calibration is performed at the monitoring site. The major equipment items, GC operational procedures, and verifications of the system have been described previously.5 Samples are drawn to the GCs through copper tubing usually from the major return/exhaust ducts and from the supply ducts upstream and downstream of the points of tracer injection as illustrated in Fig. 1. If substantial air exits the building through the bathroom exhaust ducts or other exhausts,
The GCs or local samplers (described below) can also sample air from these ducts. With three GC systems, we can obtain near real-time data from up to nine locations.

The tracer injection systems, also described previously, consist of peristaltic pumps with variable speed drives that draw pure tracer gas from approximately 100-liter multiple layer bags. These bags of pure tracer are placed in a plastic can to prevent damage. A flow meter system, consisting of three different size rotameters (calibrated with a bubble flow meter), a valve to select the desired rotameter, and pressure gages is included between the bag of pure tracer and the peristaltic pump. Tracer injection rates can be varied over approximately two orders of magnitude. Prior to an actual test, the mixing of the tracer in the stream of outside air or supply air must be checked -- this can be accomplished by manually taking multiple point syringe samples from the supply duct. To improve mixing of the tracer with the airstream, we sometimes inject tracer at multiple points using a 3 m long tube containing ten 0.34 mm diameter holes along its length.

To characterize ventilation at specific indoor locations, local samplers are deployed throughout a building. These samplers consist of a case, a small peristaltic pump, a one to three meter long sample line, a one-liter multiple layer sample bag with a septa fitting, an elapsed time indicator, and a programmable timer. During a test, these units collect a sample of air/tracer at a constant rate; thus, the concentrations of tracer gas in the sample bag equal the time-average concentrations during the period of sampling. The final (steady state) tracer gas concentrations at the sampling location are also required as indicated in the subsequent section on data analysis. Therefore, when tracer concentrations are stable, as determined from the real-time measurements, a sample is collected in a disposable syringe at the sampling location. In general, these local samplers plus syringe samples are used to characterize ventilation at approximately the breathing level of a sitting person in various work spaces; however, they can also sample from many other locations of interest such as supply diffusers, return grills, exhaust ducts, and outside-air intake grills. Starting and stopping of the local samplers is controlled with the programmable timers. Between tests, we check sample bags for leaks, either flush out the bag with air or pump down the bags in a vacuum chamber, fill the bags with tracer-free air, and check for any residual tracer gas in the bags. The bags are evacuated prior to installation in the local samplers.

2.4 Monitoring Procedure

The details of the monitoring procedure depend on the building characteristics and the specific goals of a test. In general, the following basic procedure is employed: (1) the GCs are calibrated and real time sampling by the GC systems is initiated; (2) the injection of all tracers is started simultaneously (allowing for the time required to purge the flow meter and injection lines of air); (3) the local samplers are started when tracer injection is initiated; (4) real time data are monitored to determine when tracer concentrations are stable; (5) once concentrations are stable, the local samplers are stopped and syringe samples are collected; and (6) the bag and syringe samples are manually injected into the GCs for analysis.

The entry rates of outside air should be as stable as possible during a test; otherwise, tracer gas concentrations will not stabilize and interpretation of the data is difficult. Many air handlers contain an economizer which automatically regulates damper positions and, thus, the proportions of outside air and recirculated air in the supply airstream. Tests should be conducted during weather conditions (for example, hot weather) when the economizers are not adjusting the outside air entry rates. Another option is to reset the economizer control systems so that damper positions are fixed...
during the test. We usually try to conduct tests with dampers in the minimum outside air and 100% outside air positions. In addition, operable windows and doors to outside should be closed during a test, particularly when an evaluation of the mechanically-supplied ventilation is desired.

3. DATA EVALUATION

3.1 Single-tracer Step-up

Standard equations based on the application of age distribution theory to air within buildings can be utilized if a building has only one AHU, the infiltration rate is small compared to the rate of mechanical ventilation, and a single tracer step-up technique is employed. For example, the local age \( LA \) of a sample of air at location \( l \), where age is the amount of time elapsed since the air entered the building, can be computed using the equation:

\[
LA = \int_0^\infty \left[ 1 - C_i(t)/C_i(\infty) \right] dt
\]

where \( t \) refers to time since the start of tracer injection, \( C_i(t) \) is the tracer concentration at time \( t \), and \( C_i(\infty) \) is the steady-state tracer concentration. The reciprocal of the local age of air exiting the building equals the nominal ventilation rate, i.e., outside air entry rate per unit building volume, which is often called the air exchange rate.

With a single tracer step-up, calculations similar to those described in the next section, can be used to determine selected air flow rates, the percent of outside air in the supply airstream, and the fraction of air at a location that enters by infiltration.

3.2 Multiple Tracer Step-up

3.2.1 Nomenclature

An extensive system of nomenclature is required to describe the methods of analysis of multiple tracer data. The primary variables are as follows:

- \( C \) = tracer gas concentration;
- \( C_{\text{eff}} \) = effective concentration of tracer gas in stream of outside air;
- \( LA \) = local age of a tracer or of air labeled by the tracer;
- \( \dot{M} \) = volumetric tracer injection rate;
- \( P \) = percent of outside air in the supply airstream;
- \( Q \) = flow rate of air;
\[ V = \text{volume of building or zone}; \]
\[ Z = \text{fraction of air sample that entered through a particular AHU or by infiltration; and} \]
\[ \varepsilon_a = \text{air exchange efficiency}. \]

The primary variables may require up to three indices. For example, consider the variable \( C(i,l,t) \), where:

\( i = \text{a tracer or AHU code: 1 = SF_6, 2 = R-13B1, 3 = R-115, 4 = R-12, INF = infiltration, T = total, i.e., all tracers plus infiltration; i also refers to the AHU into which tracer i is injected;} \]

\( l = \text{location, } S_l = \text{supply duct of AHU i,} \)
\[ O_l = \text{outside air "duct" of AHU i,} \]
\[ R_l = \text{return/exhaust "duct" of AHU i,} \]
\[ RC_l = \text{recirculation "duct" of AHU i,} \]
\[ M_l = \text{mixture of return and outside air in AHU i upstream of the point of tracer gas injection;} \]
\[ E_l = \text{exhaust "duct" of AHU i;} \]
\[ \text{Zone = a zone of a building; and} \]

\( t = \text{time since start of injection (t = \infty when tracer concentrations have reached steady-state and t = \bar{t} is the average with respect to time between t = 0 and t = \infty).} \)

Where possible, one or more of the indices are omitted, for example, \( Z \) and \( LA \) are not a function of time and, if flow rates are stable, \( Q \) is only a function of location.

### 3.2.2 Standard AHU Information

Assuming that tracers are injected into the supply airstreams as illustrated in Fig. 1 and that tracer gas concentrations in the outside air are negligible, air flow rates and percent outside air can be computed with the following equations which are based on simple mass balances:

\[ Q(S_l) = \dot{M}(S_l)/[C(i,S_l,\infty) - C(i,M_l,\infty)], \quad (2) \]
\[
P(S_i) = \left[1 - C(i,M_i,\infty)/C(i,R_i,\infty)\right]100\%,
\]
(3)

\[
Q(O_i) = P(S_i)Q(S_i)/100\%, \quad \text{and}
\]
(4)

\[
Q(RC_i) = Q(S_i)C(i,M_i,\infty)/C(i,R_i,\infty).
\]
(5)

In some AHUs, accurate measurement of tracer gas concentrations in the mixture of outside and recirculated air is difficult because these two airstreams may not mix fully prior to passing through the supply fan. Drawing a sample from multiple locations within the mixed airstream can improve measurement accuracy.

3.2.3 Sources of Air

To calculate the fraction of a sample of air that entered the building through each air handler or by infiltration, one must first determine the effective concentration of tracer gas in each entering stream of outside air. This effective outside-air tracer concentration is the concentration that would result if the tracer was actually injected into the outside air. Assuming tracer injection as illustrated in Fig. 1, the effective outside air concentration is determined from the equation

\[
C_{\text{eff}}(O_i) = \frac{\dot{M}(S_i)}{Q(O_i)}
\]

\[
= \frac{C(i,R_i,\infty)}{C(i,M_i,\infty)} \frac{C(i,S_i,\infty) - C(i,M_i,\infty)}{C(i,R_i,\infty) - C(i,M_i,\infty)}.
\]
(6)

If tracer is actually injected into the stream of outside air and the resulting tracer concentration is measured, the effective concentration simply equals the measured concentration.

The fraction \([Z(i,l)]\) of the air within an air sample (collected at location \(l\) and at time infinity) that entered the building through a particular AHU is indicated by the ratio

\[
Z(i,l) = \frac{C(i,l,\infty)}{C_{\text{eff}}(O_i)}.
\]
(7)

If \(Z(i,l)\) equals unity, all of the air at location \(l\) must have entered through AHU \(i\). A value of \(Z(i,l)\) less than unity indicates that some of the air entered through another AHU or by infiltration. The fraction of the air that entered by infiltration \(Z(\text{INF},l)\) is

\[
Z(\text{INF},l) = 1 - \sum_i Z(i,l).
\]
(8)
The uncertainty in measured values of $Z(INF, I)$ can be considerable because this parameter is typically based on the difference between unity and an imperfectly known number or sum with a value close to unity. In addition, if the tracer gas concentrations at location $I$ have not reached steady-state, despite stable exhaust and return concentrations, $Z(INF, I)$ will be overestimated.

3.2.4 Age of Air

The total age of air at a location should be determined by summing the products of all individual ages and the corresponding values of $Z$. However, we do not obtain any information on the age of air that enters by infiltration since this air is not labeled with a tracer gas. Thus, the following approximate equation is used to compute the total local age $[LA(T, I)]$

$$LA(T, I) = \sum_Z \left[ LA(i, l)Z(i, l)/\sum Z(i, l) \right].$$  (9)

Implicit in Eqn. 9, is an assumption that the age of air that entered by infiltration equals the weighted (by $Z$) average age of air that enters through the AHUs. In most instances, this assumption should cause only small errors in the total local age of air.

When real time data are collected at location $I$, the local age of the air supplied by a particular AHU, $LA(i, I)$ in Eqn. 9, is determined by the integration given in Eqn. 1. When a local sampler and final syringe sample are employed, the sampler "performs" the integration and the following equation is used

$$LA(i, I) = t(\infty)[1 - C(i, l, I)/C(i, l, \infty)]$$  (10)

where $t(\infty)$ is the time when the sampler operation is terminated and $C(i, l, I)$ $C(i, l, \infty)$ equal the concentrations of tracer in the bag and syringe samples, respectively.

3.2.5 Local Ventilation Rate

A local ventilation rate can be defined to be the reciprocal of the local age of air. This parameter does not contain new information but may be more readily accepted since many in the ventilation field are familiar with ventilation rates and unfamiliar with ages of air. If the air within the building is thoroughly mixed, the local ventilation rate equals the nominal ventilation rate.

3.2.6 Air Exchange Efficiency

Various parameters are used to indicate the effectiveness or efficiency of ventilation based on the data obtained with tracer gases. The air exchange efficiency $\varepsilon_e$ is based on a ratio of the nominal building or zone ventilation time constant $[V/Q(O)]$, i.e., the reciprocal of the nominal air exchange rate, to the spatial average age of all air within the building or zone, designated $<LA(T,ZONE)>$, i.e.,
\( \epsilon_a = \frac{V/Q(0)}{[2<LA(T, ZONE)>]} \). \hspace{1cm} (11)

The nominal time constant equals the age of air exhausted from the building or zone \( L_A(T, E) \), and the age of air within the building is estimated by averaging the age measured at a finite number of measurements; thus, the following equation is used

\( \epsilon_a = \frac{L_A(T, E)}{[2L_A(T, ZONE)]} \). \hspace{1cm} (12)

A higher age in the air that exits the building compared to the age of air in the occupied regions of the building is generally desirable since "older" air is likely to contain a higher concentration of pollutants. The factor of two in the denominators of Eqs. 11 and 12 causes the air exchange efficiency to equal 0.5 when the indoor air is perfectly mixed. The theoretical upper limit of this parameter is unity for a perfect displacement (piston-like) flow between the location of air supply and removal. The numerator of Eqn. 12 should, in theory, equal the average age of all air that exists the building. In many large buildings, air may exit via several routes such as the main AHU return/exhaust ducts, bathroom exhausts, other exhausts, and exfiltration. Monitoring in every exhaust stream may be impractical; thus, the local age of air exhausted must be estimated using the best information obtainable. The age in the denominator of Eqn. 11, i.e., the spatial average (mean) age of air within a building, can be computed using only measurements of tracer concentration in the exhausted air; however, we do not use this method of calculation because, in a previous investigation, measurements of this mean age were significantly less precise than measurements of local age.

4.0 MEASUREMENT ACCURACY

We have not determined the accuracy of our measurements of all the parameters described in the previous section. Measurement accuracy will depend on both the accuracy of individual measurements and the validity of the assumptions that underlie the data analysis (for example, the assumptions of a stable outside air flow rate and that outside air and recirculated air mix fully). A few comments can be provided on measurement accuracy. In a previous study (and we have improved GC calibration procedures since this study), data from the different tracer gases yielded the same local age of air within 10%. When the tracers were used in a well mixed chamber with a known (physically-measured) ventilation rate, the maximum deviation between the known and tracer-gas-based ventilation rates was 12%. Finally, different local samplers deployed at the same location generally yield the same local age within approximately 5%.

5.0 RESULTS FROM TWO BUILDINGS

5.1 Building A

Building A is an office building with twelve stories plus a basement and 213 office workers. This building is owned by a county within California and was constructed in 1962. The total floor area, excluding the basement, a large first-floor meeting room, and exterior stairwells, is approximately 4450 m², with approximately 34 m long. approximately 34 m long. The windows cannot be opened by the occupants. The layout of the major AHUs is shown in Fig. 2. One main AHU, designated AHU2, serves floors 1 through
6 and 8 through 12 and supplies air at a constant rate to the building perimeter through perimeter induction units. At the induction units, the air supplied by AHU2 to a particular floor mixes (by entrainment) with indoor air from the same floor and passes through heating/cooling coils. The mixture of outside and indoor air is discharged vertically upward through perimeter supply grills located approximately 1 m above floor level. Other AHUs, that operate intermittently, supply air to a basement-level interview room and a large first-floor meeting room. Each of these AHUs draws air from the same outside-air duct. The air that passes through the supply fans of these AHUs is intended to be 100% outside air; however, some indoor air may be drawn into these supply fans due to reverse-direction flow through the other non-operating supply fans and the associated supply and return duct work. An independent AHU (not shown on Fig. 2) serves the seventh floor which is occupied at all times. In addition, there is a small AHU located in the ceiling plenum at the north end of each floor (also not shown of Fig. 2). Some of the ceiling-plenum AHUs only recirculate and condition the indoor air via ceiling mounted supply diffusers in the office areas and a ceiling mounted return grill at the north end of the floor (see Fig. 3). Other ceiling-plenum AHUs have a small outside air intake. The only mechanical exhaust from the building (except for an exhaust on Floor 7) is via a roof-top exhaust fan that draws air from bathrooms and custodial rooms located at the north end of the building.

![Diagram of air handling units in Building A.](image)

**Figure 2.** Layout of air handling units in Building A.

To study ventilation, a single tracer gas was injected at a constant rate into the entering outside airstream, just upstream of the supply fan of AHU2. Tracer concentrations were measured as a function of time in the supply airstream of AHU2, the outlet of the roof-top exhaust fan, and at three indoor locations. Local samplers were deployed at 14 indoor locations.

In a preliminary test, we determined that more than 25% of the air on several floors served by AHU2 entered the building either via infiltration or the small outside-air intakes of the ceiling plenum AHUs. The age of the air supplied by AHU2 was measured at a central location on five floors and varied from 1.0 to 1.9 h. The flow rate of air through AHU2 ranged between 6.1 and 6.9 m³/s on the three days of monitoring with an average flow rate of 6.4 m³/s. A flow rate of 6.9 m³/s is provided in the building specifications. Dividing the average measured flow rate by the internal volume on the eleven floors directly served by AHU2 (1360 m³ per floor) yields a supply flow rate per unit volume of 1.5 h⁻¹. Dividing by the total
building volume, since all areas received some air from AHU2 either directly or via internal air flow, yields a supply flow rate per unit volume of 1.2h⁻¹. These supply flow rates per unit volume may be significantly greater than the nominal air exchange rate because the air supplied by AHU2 was not entirely outside air (see the previous comment on reverse-direction air flow).

Following the preliminary test, we conducted detailed (multi-point) investigations of ventilation at the fifth and sixth floor where greater than 80% of the air was supplied by AHU2. Fig. 3 shows a floor plan of the fifth floor on which the measured fractions of air supplied by AHU2 and the measured ages of air are indicated. On this floor, there are only two isolated rooms -- a private office and a computer room -- the remainder of the floor space is subdivided by approximately 1.5-m high fabric-covered dividers. The data from the 12 measurement locations in the office area, which include data from three different heights above floor level, are remarkably uniform. The percent of air supplied by AHU2 ranges from 89% to 91% and the age of this air ranges from 1.1 h to 1.3 h. The age at three different heights above floor level is identical within measurement accuracy. The 0.8-h age of air that exits a perimeter supply register, which compares to an age of zero in incoming outside air and an average age of 1.2 h indoors, indicates that this supply air is approximately 35% outdoor air and 65% recirculated indoor air. A bathroom, custodial room, and elevator lobby are located at the north end of the floor and are physically isolated from the office area (walls and closed doors). Air flows into this north end region through a grill and then into the bathroom and custodial room exhaust grills and the return grill of the ceiling plenum AHU. The ages of air (supplied by AHU2) at the bathroom exhaust grill and the return grill of the ceiling-plenum AHU are 1.6 h and 1.5 h, respectively, which is significantly greater than the 1.2-h average age in the office space. One might expect a similar high age of air in the elevator lobby; however, the measured age is 1.2 h. The air exchange efficiency, based on the ages of air in the office region and the age at the bathroom exhaust grill, is 0.7. This high air exchange efficiency, greater than the 0.5 value that occurs with perfect mixing of indoor air, is probably due to the substantial physical isolation of the fifth floor exhaust grills from the office area where air is supplied.

The outside air flow rate to the fifth floor can be estimated by multiplying the indoor volume, after subtracting 15% for furnishings, with the reciprocal of the local age of air measured at the bathroom exhaust grill. The result is an outside air supply rate of 0.20 m³/s. With 21 occupants on the fifth floor, the estimated outside air supply per occupant is 9.5 l/s-occupant. For comparison, the current ASHRAE Ventilation Standard 62', entitled "Ventilation for Acceptable Indoor Air Quality," specifies a minimum of 5 l/s-occupant in office areas where smoking is prohibited and 10 l/s-occupant in office areas with smoking. The draft revised version of this standard specifies a minimum of 10 l/s-occupant for all office areas.

Fig. 4 shows a floor plan of the sixth floor with the percents of air supplied by AHU2 and the ages of this air indicated on the figure. Unlike the fifth floor, the perimeter region of the sixth floor is subdivided into private offices; however, the data from the office area on this floor (i.e., excluding the elevator lobby, bathroom, and north end hallway) are still relatively uniform. The age of air varies from 0.9 h to 1.4 h with an average age of 1.1 h. There appears to be a trend toward higher ages at the north-end of this office area but the data are not conclusive. As on the fifth floor, the ages of air at the bathroom exhaust grill (1.6 h) and the return grill of the ceiling plenum AHU (1.3 h) are significantly higher than the average age in the office space (1.1 h). The 1.2 h age of air across the hall from the bathroom exhaust grill (actually the grill through the bathroom door) is low compared to the nearby measured ages and we are unable to provide a satisfactory explanation. The air exchange efficiency
of 0.7 is the same as on the fifth floor. Again, this high air exchange efficiency is probably due to the substantial physical isolation of the exhaust grills from the office area.

The rate of outside air supply to the sixth floor and the outside air flow per occupant were estimated in the manner described previously -- the results are 0.20 m³/s and 9.5 l/s-occupant.

Figure 3. Plan view of fifth floor of Building A showing the fractions and ages of air supplied by AHU2.
5.2 Building B

Building B is actually a complex of three interconnected, privately-owned, two-story office buildings located in Palo Alto, California and constructed in 1977. The three buildings within this complex, designated Buildings 2, 3, and 4 or B2, B3, and B4, have unopenable windows, 284 total occupants, and floor areas of 2140, 2280, and 2420 m², respectively. Open hallways
connect the second floor of B2 with the first floor of B3 and the second floor of B3 with the first floor of B4. Each building is highly subdivided into one-to-three person private offices -- there are few open areas or cubicles. A variable air volume (VAV) AHU serves B2 and B3 and a different VAV AHU serves B4. The AHUs have the general configuration shown in Fig. 1. Air is supplied through circular ceiling-mounted diffusers and returned through return grills in the suspended ceiling (the return air passes through the plenum above the suspended ceiling). Virtually every office has both a supply diffuser and return grill. Each AHU has a simple economizer system so that either a minimum amount or 100% outside air is supplied to the building depending on the outdoor temperature. Separate exhaust fans draw air at a constant rate from the bathrooms and one print room and exhaust this air to outside.

Ventilation was studied on three days during a period of hot weather when the economizer systems set the dampers so that a minimum amount of outdoor air was drawn into the buildings (i.e., recirculation of indoor air was maximized). A different tracer was injected upstream of each supply fan and tracer concentrations were monitored as a function of time at the locations indicated schematically in Fig. 1. Local samplers were deployed at 13 indoor locations including perimeter offices, interior offices, and the hallway that connects B3 and B4.

Table 1 provides the measured (at mid-afternoon) flow rates of the supply and outside airstreams, the same flow rates normalized by building volumes, the percents of outside air in the supply airstreams (% OA), and the outside air flow rates per occupant for the complex of three buildings. The measured supply flow rates on August 3 are within 6% of the flow rates given in the specifications for the AHUs. On the other days, supply flow rates were lower, possible due to milder weather. The % OA varies between 17% and 31%. In the B4 AHU, the % OA is relatively constant; thus, the total supply of outside air to B4 appears to decrease (and increase) with the supply air flow rate. The previously described ASHRAE ventilation standards do not specify a minimum % OA but instead a minimum flow rate of outside air per occupant. The measured outside air entry rates per occupant in the Building B complex of 16 to 19 l/s-occupant are substantially above the rates specified in the current and draft revised version of ASHRAE Standard 62. However, the occupant density is low, approximately four occupants per 100 m² floor area, compared to the 7.5 occupant per 100 m² floor area value listed in the ASHRAE standard for design purposes if actual occupancy cannot be predicted.

Approximately 75% of the air in B2 and B3 entered (from outside) through the AHU that serves these buildings, 5 to 10% of the air entered through the B4 AHU, and 13 to 25% of the air entered by infiltration. Approximately, 90% to 95% of the air in B4 was supplied by the B4 AHU with the remaining air entering via infiltration and through the B2 and B3 AHU. Thus, the flow rates of air between B4 and adjoining B3 were small compared to the rates of outside air entry.

Due to the low rate of interzonal air flow, considering B4 as one zone and B2 and B3 (denoted B2/B3) as another zone, each zone contained only a single tracer gas at sufficiently high concentrations for accurate calculations of age of air. Therefore, the ages of air in B2/B3 are based only on the tracer gas injected into the B2/B3 AHU and the ages of air in B4 are based only on the tracer gas injected into the B4 AHU. (Very similar, but possibly less accurate, ages of air result if concentrations of both tracer gases are used to compute each age.) Within each zone, the measured local ages of air vary by 20% or less from the average local age. However, we monitored at only thirteen indoor locations and probably did not determine maximum and minimum ages of air. The highest measured age of air is in the hallway that connects B3 and B4. On August 7, the age of air was monitored at both the breathing level and ceiling-level return grill of Room
3-217 -- the identical ages measured indicate that the air within the room was probably well mixed. The relatively uniform ages and sources of air within each zone may be due, in part, to the high fractions of recirculated air in the supply airstreams (all three tests were conducted with minimum outside air and maximum recirculation) and to the large number of supply and return grills.

Information on the source and age of air and the local ventilation rates at each measurement location is provided in Table 2. We first consider the sources of air.

Table 1. Percent outside air and supply and outside air flow rates in Building B -- a complex of three interconnected buildings. One variable-air-volume (VAV) AHU serves Buildings 2 & 3 and a different VAV AHU serves Building 4. AHU dampers were automatically adjusted to bring a minimum amount of outside air into the buildings.

<table>
<thead>
<tr>
<th>Date</th>
<th>8/3/87</th>
<th>8/5/87</th>
<th>8/7/87</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building 2 &amp; 3 AHU*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% outside air (%)</td>
<td>17</td>
<td>29</td>
<td>31</td>
</tr>
<tr>
<td>Supply air flow (m$^3$/s)</td>
<td>19.3</td>
<td>12.2</td>
<td>9.9</td>
</tr>
<tr>
<td>Supply air flow per unit building volume (h$^{-1}$)</td>
<td>5.7</td>
<td>3.6</td>
<td>2.9</td>
</tr>
<tr>
<td>Outside air flow (m$^3$/s)</td>
<td>3.3</td>
<td>3.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Outside air flow per unit building volume (h$^{-1}$)</td>
<td>1.0</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>Building 4 AHU*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% outside air (%)</td>
<td>22</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>Supply air flow (m$^3$/s)</td>
<td>9.3</td>
<td>5.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Supply air flow per unit building volume (h$^{-1}$)</td>
<td>5.0</td>
<td>3.2</td>
<td>3.2</td>
</tr>
<tr>
<td>Outside air flow (m$^3$/s)</td>
<td>2.0</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>Outside air flow per unit building volume (h$^{-1}$)</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
</tr>
<tr>
<td>Building 2 &amp; 3 &amp; 4 AHUs*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Outside air flow per occupant (/s-occ.)+</td>
<td>19</td>
<td>17</td>
<td>16</td>
</tr>
</tbody>
</table>

* with these variable-air-volume AHUs, supply air flow rates and, to a lesser extent, outside air flow rates varied over time; the results in this table are based on data collected between 14:30 h and 15:15 h

+ based on number of employees (261) and visitors per day (23) during July, 1987

Ages of air varied more substantially between the two "zones" which are served by different air handlers. On August 3 and 5, ages of air in B4 were approximately 40% higher than ages of air in B2/B3. In B2/B3, the age of air also varied substantially between days, possibly due to large variations in the amount of air supplied by the VAV control units.
Table 2. Source and age of air in Building 8 - a complex of three interconnected buildings served by two variable air volume air handling units. On all three days of monitoring, August 3, 5, and 7, 1987, AHU dampers were automatically set to bring a minimum amount of outside air into the buildings.

<table>
<thead>
<tr>
<th>Location</th>
<th>% Air From Bldg.</th>
<th>% Air From Bldg. 2 &amp; 3 AHU (%)</th>
<th>% Air From Bldg. 4 AHU (%)</th>
<th>% Air From Infiltration (%)</th>
<th>Total Age of Air (h)</th>
<th>Local Vent Rate (ft³/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bldg-Room</td>
<td>8/3</td>
<td>8/5</td>
<td>8/7</td>
<td>8/3</td>
<td>8/5</td>
<td>8/7</td>
</tr>
<tr>
<td>2-255</td>
<td>78</td>
<td>77</td>
<td>72</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2-102A</td>
<td>76</td>
<td>75</td>
<td>73</td>
<td>8</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>2-118</td>
<td>77</td>
<td>78</td>
<td>76</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2-221</td>
<td>76</td>
<td>72</td>
<td>73</td>
<td>8</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>3-217</td>
<td>73</td>
<td>71</td>
<td>71</td>
<td>10</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>3-217 RG*</td>
<td>--</td>
<td>--</td>
<td>71</td>
<td>--</td>
<td>--</td>
<td>4</td>
</tr>
<tr>
<td>3-132</td>
<td>78</td>
<td>79</td>
<td>--</td>
<td>9</td>
<td>5</td>
<td>--</td>
</tr>
<tr>
<td>3-234</td>
<td>70</td>
<td>68</td>
<td>67</td>
<td>14</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>3-107</td>
<td>78</td>
<td>78</td>
<td>74</td>
<td>8</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2 &amp; 3 Avg.*</td>
<td>76</td>
<td>75</td>
<td>72</td>
<td>9</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2 &amp; 3 AHU RD*</td>
<td>72</td>
<td>80</td>
<td>69</td>
<td>9</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>4-221</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>96</td>
<td>91</td>
<td>88</td>
</tr>
<tr>
<td>4-244</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>96</td>
<td>90</td>
<td>88</td>
</tr>
<tr>
<td>4-107</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>96</td>
<td>90</td>
<td>89</td>
</tr>
<tr>
<td>4-151</td>
<td>3</td>
<td>6</td>
<td>2</td>
<td>96</td>
<td>88</td>
<td>86</td>
</tr>
<tr>
<td>4-123B</td>
<td>--</td>
<td>5</td>
<td>2</td>
<td>--</td>
<td>89</td>
<td>88</td>
</tr>
<tr>
<td>4-Avg.*</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>96</td>
<td>90</td>
<td>88</td>
</tr>
<tr>
<td>4-AHU RD*</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>95</td>
<td>89</td>
<td>89</td>
</tr>
<tr>
<td>3 &amp; 4 Hall</td>
<td>3</td>
<td>6</td>
<td>11</td>
<td>95</td>
<td>86</td>
<td>74</td>
</tr>
</tbody>
</table>

* RG = return grill  
* average of results measured with local samplers located within building  
$ RD = main AHU return/exhaust duct, ages are based on integration of tracer concentration versus time
The ages of air in the return/exhaust ducts were always within 10% of the corresponding average local age within the zones, yielding air exchange efficiency values identical (within estimated measurement accuracy) to the 0.5 value that occurs with complete mixing of the indoor air.

5.0 CONCLUSIONS

A unique multiple tracer monitoring system, together with some new methods of data analysis, have proven useful for detailed studies of ventilation within commercial buildings. Traditional information, such as flow rates of air in the air handling units can be obtained as well as information on the sources and ages of air at multiple indoor locations, the amounts of infiltration and interzonal air flow, and the air exchange efficiency. The results of investigations in two buildings are presented. Rates of outside air supply per occupant were comparable to or above the minimum rates specified in ASHRAE Standard 62. Within regions of these buildings that are served by a single air handler that supplies a mixture of outdoor and recirculated indoor air, the measured ages and sources of air varied by 30% or less from the region-average values. Monitoring at different heights above floor level provided no evidence of either short circuiting or displacement flow patterns within a room; however, the air supplied to these rooms was always a mixture of outdoor and recirculated air. Age of air varied more substantially between physically-isolated regions of a building (e.g., different floors with no mechanical recirculation between the floors) and between regions served by different air handlers. In one complex of buildings, air exchange efficiency values were close to 0.5, suggesting relatively uniform mixing of the indoor air in regions served by a single air handler. In another building, air was supplied and removed from physically-isolated regions, and the air exchange efficiency was 0.7. Monitoring (currently underway) in additional buildings is required before general conclusions can be drawn regarding these aspects of ventilation in commercial buildings.
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Paper 9

M. Holmes (Arup Research and Development, London, UK) It is interesting that your building A (induction system) is typical of the type that can give rise to sick buildings in the UK - was this the reason for the study? Could you also give an idea of how long it takes to set up and carry out a test on a building of this type?

W.J. Fisk (Lawrence Berkeley Laboratory, USA) The building was chosen because it was available and because it has a ventilation system which is not common in the US. In building B, which is more complex than building A, approximately one man-week was required to set up instrumentation and perform some preliminary checks. A single test requires about 7 - 11 hours of effort by two people, however data collection occurs for only about 3 - 4 nominal time constants. Another couple of man-days are required to remove equipment.

M. Sherman (Lawrence Berkeley Laboratory, USA) (a) Your data seemed to suggest that the variation of ventilation rate over time is small. Is this correct? (b) If ventilation rates are reasonably constant is it possible to make the same type of measurements with single tracer gas equipment by making repeated tests in different configurations?

W.J. Fisk (Lawrence Berkeley Laboratory, USA) (a) Except for indicating the ventilation rates on different days, I did not provide data on ventilation rate as a function of time. In building A the mechanical system does not regulate the rate of supply of outside air, and in building B the systems were continually supplying a minimum amount of outside air because of the hot weather. It is possible that some variations did occur however, but they were not investigated. In the general case ventilation rates may vary substantially with time due to operation of economiser systems. (b) I would not recommend repeated use of a single tracer gas in different configurations because: (i) the time required to conduct such tests would be excessive (ii) ventilation rates or air flow patterns might vary between the different single-tracer tests and cause the investigations to draw incorrect conclusions.

R. Anderson (Solar Energy Research Institute, USA) Your measurements in building A suggest that the flow is locally well mixed, with an overall plug flow pattern between supply and exhaust which results in a high air exchange efficiency. In your opinion will this system provide better air quality than building B which has local exhausts and a lower value of air exchange efficiency?
W.J. Fisk (Lawrence Berkeley Laboratory, USA) In building A the age of air in the office areas on a floor where occupants spend the greatest amount of time is lower than it would be if the air on the entire floor was perfectly mixed. Thus the flow patterns in building A should improve the air quality in the office area. However measurements of ventilation rates and airflow patterns do not directly indicate air quality, hence I have no way of comparing the air quality in the two buildings.
EFFECTIVE VENTILATION

9th AIVC Conference, Gent, Belgium
12-15 September, 1988
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CONSTANT CONCENTRATION MEASUREMENT WITH 2 TRACERS

BJØRN KVISGAARD
Brüel & Kjær
2850 Nærum, Denmark

P.F. COLLET
Technological Institute
2630 Tåstrup, Denmark
**ABSTRACT**

The technique of tracer gas measurement has during recent years tended towards increasingly complicated measuring methods. The new measuring techniques are essential in order to procure more information about the circulation of air through buildings, or in order to perform more accurate measurements in large and complex buildings.

The measuring method by means of "constant concentration of tracer-gas", which has been applied at Technological Institute for about 7 years, has proved to be a very accurate measuring method for both small and very large buildings. The method has the advantage of being able to continuously register the air change in a measuring area divided in numerous zones. The limitation of this method is that only information about the infiltration from outside into the measuring area is obtained, whereas no details are given about the air-flow between the individual zones of the measuring area.

The limitation of the measuring method can be overcome by using 2 tracer-gases. The article describes the different philosophies on which measurements with "constant concentration of 2 tracer-gases" might be based, measurement result to be obtained and discusses whether there is any advantage of using more than 2 tracer-gases. In addition a specific measurement is described, where the method with "constant concentration of 2 tracer-gases" is used.

**INTRODUCTION**

Using the "constant concentration of tracer-gas" method of measuring air change the total air change in the building as a function of time can be calculated, and it is possible to map-out where the outside-air has entered the building. The measurement method is characterized by the fact that the outside air is always registered in the zone in which it first enters the building and that its flow through the building cannot be traced further. Figure 1 illustrates the air-flow which can be measured.

If one wishes to measure how air flows between the individual zones in a building it is necessary to use more than the one tracer-gas which is used during a normal measurement using the "constant concentration of tracer-gas" method. The more tracer-gases one uses the more information one can obtain about the internal flow of air in the building. A full overview of the air flow between the individual measurement zones in the building can only be obtained by using a different tracer-gas for each individual zone.
Fig. 1. Air-flow which can be measured using the "constant concentration of tracer-gas" method.

The measurement method using many tracer-gases demands larger gas consumption, more complicated, and therefore more expensive, measuring instruments, as well as more man-hours to set the measuring system up and to calibrate the instruments. There are therefore many good reasons for limiting the demand for measurements of internal air-flow in buildings.

In light of the experience we have obtained in using the "constant concentration of tracer-gas" method, it is clear that there are two distinctive situations which call for a method which is able to measure how air flows between the various zones inside a building. One situation is where it is necessary to have more detailed information about the air-flow into a particular zone in a building; and the other situation is where it is necessary to find out how pollutants spread around a building. In most cases measurements of the type mentioned can be performed by using only 2 tracer-gases.

MEASUREMENT OF AIR-FLOW TO AN PARTICULAR ZONE

In many cases when measuring air changes in offices and dwellings there is a special need to measure how much outside air enters a particular room directly from outside and how much outside air enters the room indirectly, that is, from adjoining rooms. It could, for example, be an air change
measurement in a dwelling where one focuses specially on the air change in a bedroom during the night; or the air change measurements in an office building where there is a need to measure the flow of air into a crowded room.

During this type of measurement one keeps a constant concentration of the one tracer-gas (A) in all the rooms in the measuring area, and a constant concentration of the other tracer-gas (B) in the room in which air-flow is being studied. If one wishes to investigate the air-flow in other rooms in the building, one doses one room at a time with the second tracer-gas. Figure 2 illustrates the air-flow which can be measured using this measuring method. The solid arrows indicate the air-flow which can be measured with gas A. The dashed arrows indicate the air-flow which can be measured with gas B.

![Diagram](image)

Fig. 2. The air-flow which can be measured when the concentration of tracer-gas A is kept constant in all the rooms and the concentration of tracer-gas B is kept constant in one room.

In this type of measurement tracer-gas A is used to measure the total air change in the building and the individual outside air change in each room, and tracer-gas B is used to measure the total air change in one individual room - both the part of the outside air which enters directly from outside and the part which enters the room from adjoining rooms. This type of measurement also enables one to find out how pollutants from a room which is dosed with tracer-gas B spreads to other rooms in the building.
MEASURING THE SPREAD OF POLLUTANTS

When the spread of pollutants is being studied it is necessary to measure the concentration of the pollutant in all the rooms as well as the air change in the polluted area, the air change in the clean (non-polluted) area and the air-flow between these two areas. If all these parameters are measured it is possible to evaluate the pollution problem and find out if pollution is best limited by reducing emission of the pollutant, increasing ventilation in the polluted area, increasing ventilation in the clean area or by improving the separation between the polluted area and the non-polluted area.

Pollution mapping and control as described above is not only a good tool in industrial environments but can also be used in office and home environments. The method can, for example, be used to study radon pollution. Radon diffuses upward through the soil from underground sources and pollutes the crawl-space beneath the floorboards in buildings and eventually pollutes the air in the living areas of these buildings.

When measuring the spread of a pollutant the tracer-gas A is kept at a constant concentration in all the rooms which are polluted and tracer-gas B is kept at a constant concentration in all the other rooms (clean rooms) in the measuring area. Figure 3 illustrates the air-flow which can be measured using this method. The solid arrows indicate the air-flow which can be measured with gas A. The dashed arrows indicate the air-flow which can be measured with gas B.

Fig. 3. The air-flow which can be measured when the concentration of tracer-gas A is kept constant in the polluted rooms and the concentration of tracer-gas B is kept constant in the clean rooms.
In this type of measurement tracer-gas A is used to measure the total air change in the polluted area of the building and tracer-gas B is used to measure the total air change in the clean areas of the building.

The flow of polluted air from zones dosed with tracer-gas A (area a) to zones dosed with tracer-gas B (area B) can be calculated by using the outside air change in area A and the concentration of tracer-gas B in area A. If the concentration of tracer-gas B is the same in all A zones the air-flow can be precisely calculated. If the concentration of tracer-gas B varies from zone to zone in area A the air-flow can be calculated to within certain limits.

If one compares the air-flow from area A to area B with the air-flow from area B to area A it is possible to find out whether there is any unfavorable difference in the air-pressure between the two areas.

One of the disadvantages of this measuring method is that the total air change of the building is apparently not able to be calculated from the total air changes measured in the two different areas.

EXAMPLE

The measurement shown was conducted in 3 rooms in the corner of an office-building with mechanical ventilation. The ventilation system was running a part of the night, in order to cool the building. A plan with the rooms measured is shown in figure 4. Room number 1 is dosed with tracer-gas R-22, and

Fig. 4. Plan of the measurement area. There is mechanical ventilation with injection and extraction in each room.
Fig. 5. Measured air-change in the 3 rooms.

Fig. 6. Concentration of tracer-gas R-22 in the 3 rooms.

Fig. 7. Concentration of tracer-gas SF6 in the 3 rooms.
room 2 and 3 is dosed with SF6. Figure 5 shows the measured air-change rate in the 3 rooms, and figure 6 and 7 show the concentration of the tracer-gases in the rooms.

If we look at the airflow during the night, it is seen that there is almost no flow from room 2 and 3 into room 1. In the opposite direction there is a flow on app. 70 m³ each hour.

CONCLUSION

The "constant concentration" measurement method using 2 tracer-gases is a very efficient tool for continuously measuring the air change and internal air-flow in buildings. The advantages of the method is that one can perform measurements in buildings which are in use, and that one can perform measurements in buildings which are divided into numerous zones. The disadvantage of the method is that when using 2 tracer-gases one can only measure the air-flow across one individual boundary in the building at a time. If one wishes to measure the air-flow across all boundaries in a building at the same time, it is necessary to use the measurement method where each zone is dosed with a different tracer-gas. This measurement method also has a disadvantage, in that the number of rooms in which measurement can be performed cannot be greater than the number of tracer-gases which can be handled by the measuring equipment being used.

If one compare the two measurement method it must be concluded that the measurements performed using the "constant concentration with 2 tracers" is the most flexible method, while the measurements performed with more than 2 tracer-gases gives more detailed information about the internal air-flow in buildings.
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SYNOPSIS

More than two months of detailed test data have been gathered using modified constant concentration tracer gas techniques for a six-story, 60 apartment, multifamily building. Weather, and interior conditions in the building were part of the data set. Because of occupant effects, large changes in air exchange rates were observed, often over short time periods. The test apartment allowed us to evaluate the influences of weather alone with the added feature to employ controlled window openings. Detailed air exchange information in the test apartment, those apartments above and below, and those on either side are presented. These same zones were also measured independently by perfluorocarbon tracer methods. Comparisons are made between the information obtained by the two methods and it is pointed out how the methods complement each other.

1.0 INTRODUCTION

As air infiltration measurements are applied to more complex buildings, there are important choices to be made with regard to the detail of the measurements and the cost of the procedures. Two quite different air exchange measurement methods are the constant concentration tracer gas (CCTG) system\(^1\)\(^-\)\(^3\) and approaches using perfluorocarbon tracers\(^4\)\(^-\)\(^6\) in special ways. This paper describes testing these two air exchange measurement systems in a six-story, 60 apartment, multifamily building which is located in Asbury Park, New Jersey.

The test building is shown in cross section in Figure 1, and was chosen for these test series because of the previously obtained detailed information on energy use through several years of monitoring, and the ability to obtain a research apartment in the building. The energy monitoring was aided by the use of powerline carrier and microcomputer technology, with the data acquisition system monitored directly via telephone modem from our laboratory 60 km away\(^7\). The same telephone communications approach was used for the monitoring of the CCTG equipment.

Naturally, there is a great difference in the detail of the information obtained using the CCTG and PFT approaches. The paper will illustrate these differences and capabilities of the two approaches pointing out how they can complement each other.

2.0 EMPLOYING THE CCTG SYSTEM:

Because of the physical size of the CCTG equipment and the fact that to maintain the equipment it is necessary to provide both tracer gas and carrier gas bottles on a weekly basis, a dedicated research apartment was absolutely necessary to carry out the studies. Besides housing the tracer gas equipment this also allowed one to control window openings thereby covering those closed window conditions seldom found in the occupied apartments\(^8\).
Differences between occupied and unoccupied apartments are easily seen in Figure 2. Here the test apartment exhibits very low infiltration rates averaging approximately 0.17 air changes per hour. A typical occupied apartment during that time period covers a wide range of air exchange rates (up to 15 ACH) and averages 1.5 ACH, an order of magnitude higher than the closed window testing (Previous blower door testing placed the apartments in the 3.0 ACH at 50 pascals range, which would have predicted closed window air exchange rates of about 0.15 for single family residential testing). Figure 2 points out that with window openings the building is operating far from optimal based upon ventilation rate, which should be in the 0.35-0.5 ACH range.
Figure 2 - Constant concentration tracer gas technique used to evaluate the air exchange in an occupied and a closed window apartment in Lumley.

Figure 3 makes use of box plots to illustrate closed and occupant controlled window opening conditions for several apartments in each category. It is very clear from the figure that occupied and closed window conditions for these weather conditions are distinctly different from an air exchange standpoint. There is considerable variability in the three occupant controlled apartments as the box plots point out.

Referring to Figure 1, the relative locations of the apartments can be seen, where A3E refers to building A, floor 3 and apartment E. The apartments on floors 2 and 4 are immediately below and above the test apartment A3E, with A3D and A3F the adjacent apartments. These choices were made so as to allow the necessary plastic tubing (for tracer gas injection and sampling) to extend easily to those apartments from the dedicated test apartment. Actual tube placement made use of steam pipe riser openings and careful routing through door frame mouldings.
Typical CCTG data from the test apartment and the surrounding apartments are shown for Julian date 105 in Figures 4-7. In each of the figures one can observe the achievement of target concentration of the SF6 tracer gas at 70 ppb. Even though there is no mechanical mixing taking place in apartments A3D, A3F, A2E and A4E target concentrations generally tend to stay within a band of the target concentration with a standard deviation in the 15-25 ppb range. Within the test apartment deviations in the target SF6 concentrations are considerably less (standard deviation of 3 ppb) with air mixing aided by small fans.

Figure 4 illustrates the variation in air infiltration pattern for the two zones of the test apartment with the bedroom zone exhibiting air exchange rates approximately twice those of the kitchen living room.

Looking at apartments A3D and A3F, Figure 5 it is easily seen that interzone flow experiments were also run in the early morning hours until 6:00 a.m. This technique using discontinued injection was described in Reference 9. The plot of tracer gas concentration points out the rapid recovery following such testing and the increased tracer gas flow to the hall zone during the test in order to compensate for the reduced concentrations from A3D and A3F and
Figure 4 - Time history of air exchange in the kitchen/living room and bedroom zones in the test apartment.
Figure 5 - Time history of air exchange in the occupied apartments adjacent to the test apartment.
Figure 6 - Time history of air exchange in the occupied apartments above and below the test apartment.
therefore evidence of flow into the hall. Because of such testing the period beyond 8:00 a.m. should be used as representative of the air infiltration values.

Again, as pointed out in Reference 7, occupant effects are evident in the window opening habits and resultant changes in air exchange rate. For example in Figure 6, A2E exhibits a sharp air exchange peak at 17:00, A4E has peaks at 10:00 and 17:00, while in Figure 5 A3F has a peak at 13:00, and A3D is relatively constant. In the test apartment variations and the levels of air infiltration are much reduced with trends exhibited, rather than peak values which suddenly more than triple the air exchange rate.

The data for the hall on floor 3 are illustrated in Figure 7. Hall values are important as representing a communications link to all apartments, and when stairway doors are open, the hall values may prove representative of the entire building. (Stairwell doors should be closed to prevent spread of fire, but were often left open for ventilation purposes.)

From the summaries of these individual daily air exchange data (67 days of data were collected) we obtain the information for the behavior of the building over longer periods. These comparisons may then be made with the information available from passive measurement techniques, such as the perfluorocarbon tracer method, which stresses air exchange measurements over longer periods. Such comparisons are made in section 4.0.

Figure 7 - Time history of air exchange in the hall outside the test apartment.
3.0 USE OF THE PERFLUOROCARBON TRACERS IN THE BUILDING

The perfluorocarbon tracer techniques as currently employed can use six or even seven distinct PFT sources. In the study described here we were limited to three PFT sources because of the way in which our PFT analysis equipment was set up (we have since moved up to four tracers).

The approach used in the multifamily building airflow modeling is described in Figure 8. As the figure points out, the way in which the apartment interacts with the hall and/or adjacent apartments directly effects how many tracer gases are required.

In order to maximize the benefit of the limited number of tracer gases available for these tests, logical source placement was necessary. Three hallways were used but just two floors were done in detail. The actual placement of PFT sources and samplers is shown in Figure 9. In total the number of apartments was 12, measured for periods ranging from one to two weeks. In the simplest test, as described in Table 1, two apartments and the hall on Floor 3 were chosen. Air infiltration and zone interchange takes place and is quantified by the analysis of the CATS (capillary desorption tube sampler). The hall is found to significantly interact with the apartments, i.e., predominantly outward flow through the apartments. Checking the reverse airflow

---

**Multifamily Building Air Flow Modelling**

<table>
<thead>
<tr>
<th>Type</th>
<th>Isolated</th>
<th>Hall-Apartment</th>
<th>Connected Apt's</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow Model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hall</td>
<td>TG1</td>
<td>TG2</td>
<td>TG3</td>
</tr>
<tr>
<td>Hall-Apartment</td>
<td>TG1</td>
<td>TG2</td>
<td>TG3</td>
</tr>
<tr>
<td>Connected Apt's</td>
<td>TG1</td>
<td>TG2</td>
<td>TG3</td>
</tr>
</tbody>
</table>

| Condition             | Conc of TG not released in apt. < 15% of conc in zone where it was released. | Difference between apt/Hall conc ratio < 30% for any TG not released in apt or isolated condition met. | Isolated and Hall-Apt conditions not met. |

| Example Condition     | $C_{G_A} < 15\%$? | $\frac{|C_{G_A}|}{C_{G_{220}}}/\frac{|C_{G_A}|}{C_{G_{320}}} - 1 < 30\%$? |
| Number of Gases Required | 1               | 2               | 2 + # adjoining apts. |

Figure 8 - Airflow considerations used to determine the number of tracer gases required for modeling the multifamily building.
case, apartment to hall, flows are very small indicating this is not the preferred path. Looking at hallways above and below Floor 3 we see the flow is upward as anticipated from the stack effect.

In Table 2, additional apartments are added to the test. Tracer 1 is again located in the hall and tracers 2 and 3 are used in alternate apartments surrounding the hall, i.e., tracer 2 is in Apartments B, D, and E and tracer 3 is in Apartments 3C and 3D (see Figure 9). Again, as in Table 1, flows may be traced but now we see significant flow from Apartment 3D to the hall when compared to the other apartments. Flow from the hall to the apartments is greatest for Apartment 3D and 3E and it is also showing a higher than average outward airflow component. Windows were opened in these apartments to a height of one-inch. In this test period there is a significant inward flow component for both tracer 2 and tracer 3 apartments. Looking at vertical flow, again flow is upward with no Floor 3 tracer detected on Floor 2.

Table 3 points out the reduction in outward flow with the windows closed and is the first test where some Floor 3 tracer reaches Floor 2 - i.e., a weaker stack flow is exhibited.
Tables 4 and 5 introduce tracers in apartments on two floors. Hall four uses tracer 3 and the apartment tests make use of tracers 1 and 2; where tracer 2 has been indexed one apartment location from that used on Floor 3. The patterns are similar except that Apartment 4D has essentially the same concentration as the hall on Floor four. All indications are that the door was open during both test periods, but even with the door open, flow to the hall from that apartment was insufficient to achieve complete coupling and thus raise the hall to the apartment concentrations of tracer 1.

Looking at the third floor apartment air infiltration data, of Table 6, occupied units exhibit average air infiltration rates of 0.81 - 0.96 air exchanges based on the total airflow per hour, and these values are fairly constant across the test periods. The air infiltration values cover a range from 0.51 to 1.29.
Tables 6-10 summarize the airflow computation for the same five test periods. Total flows to each zone are calculated together with the breakdown of hall-apartment flow versus air infiltration, air infiltration is then expressed in air exchanges per hour, and infiltration related to the total flow. The last columns relate to whether flow is from the hall or adjacent apartment.

Reviewing the information obtained from the PFT testing to evaluate the ratio of airflow from hall to apartments versus flow to the hall, the indication is that approximately 10% reaches the apartment via this route versus flow paths associated directly with the outside air. Both Floor 3 and Floor 4 can be evaluated in this way.

Table 11 summarizes the air infiltration values during four periods noting windspeed and outdoor temperature for each period.
### TABLE 6
**Air Flow Rate Computation For**
**Period 1:** (3-13-87, 16:00 to 3-27-87, 13:35)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Total Flow (m³/h)</th>
<th>Hall-apt Infil (m³/h)</th>
<th>Infil (m³/h)</th>
<th>Infil/Zone conc (ACH)</th>
<th>Zone conc/Hall conc</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>22.3</td>
<td>9.0</td>
<td>12.3</td>
<td>0.21</td>
<td>0.55</td>
</tr>
<tr>
<td>3E</td>
<td>42.1</td>
<td>13.4</td>
<td>28.8</td>
<td>0.24</td>
<td>0.68</td>
</tr>
<tr>
<td>Total</td>
<td>64.4</td>
<td>23.3</td>
<td>41.1</td>
<td>0.23</td>
<td>0.32</td>
</tr>
</tbody>
</table>

### TABLE 7
**Air Flow Rate Computation For**
**Period 2:** (3-27-87, 13:55 to 4-3-07, 10:40)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Total Flow (m³/h)</th>
<th>Hall-apt Infil (m³/h)</th>
<th>Infil (m³/h)</th>
<th>Infil/Zone conc (ACH)</th>
<th>Zone conc/Hall conc</th>
</tr>
</thead>
<tbody>
<tr>
<td>3B</td>
<td>158.8</td>
<td>3.4</td>
<td>155.4</td>
<td>1.29</td>
<td>0.98</td>
</tr>
<tr>
<td>3C</td>
<td>76.6</td>
<td>6.9</td>
<td>69.9</td>
<td>1.17</td>
<td>0.91</td>
</tr>
<tr>
<td>3D</td>
<td>20.7</td>
<td>7.3</td>
<td>13.4</td>
<td>0.22</td>
<td>0.65</td>
</tr>
<tr>
<td>3E</td>
<td>40.6</td>
<td>6.3</td>
<td>34.4</td>
<td>0.29</td>
<td>0.85</td>
</tr>
<tr>
<td>3F</td>
<td>67.0</td>
<td>5.3</td>
<td>61.7</td>
<td>0.51</td>
<td>0.92</td>
</tr>
<tr>
<td>Total</td>
<td>389.9</td>
<td>29.1</td>
<td>360.8</td>
<td>0.70</td>
<td>0.32</td>
</tr>
</tbody>
</table>

**Ratio of the sum of hall to apartment air flow to the total flow into hall:** 0.10

### TABLE 8
**Air Flow Rate Computation For**
**Period 3:** (4-3-1987, 10:40 to 4-16-87, 14:40)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Total Flow (m³/h)</th>
<th>Hall-apt Infil (m³/h)</th>
<th>Infil (m³/h)</th>
<th>Infil/Zone conc (ACH)</th>
<th>Zone conc/Hall conc</th>
</tr>
</thead>
<tbody>
<tr>
<td>3B</td>
<td>110.7</td>
<td>4.0</td>
<td>106.7</td>
<td>0.89</td>
<td>0.96</td>
</tr>
<tr>
<td>3C</td>
<td>71.9</td>
<td>7.3</td>
<td>64.6</td>
<td>1.08</td>
<td>0.90</td>
</tr>
<tr>
<td>3D</td>
<td>84.2</td>
<td>8.6</td>
<td>75.5</td>
<td>1.26</td>
<td>0.90</td>
</tr>
<tr>
<td>3E</td>
<td>199.0</td>
<td>7.5</td>
<td>191.5</td>
<td>1.60</td>
<td>0.96</td>
</tr>
<tr>
<td>3F</td>
<td>89.3</td>
<td>3.1</td>
<td>86.2</td>
<td>0.72</td>
<td>0.96</td>
</tr>
<tr>
<td>Total</td>
<td>555.0</td>
<td>30.6</td>
<td>524.5</td>
<td>1.09</td>
<td>0.04</td>
</tr>
</tbody>
</table>

**Ratio of the sum of hall to apartment air flow to the total flow into hall:** 0.11

### TABLE 9
**Air Flow Rate Computation For**
**Period 4:** (4-16-87, 14:40 to 4-24-87, 12:40)

<table>
<thead>
<tr>
<th>Zone</th>
<th>Total Flow (m³/h)</th>
<th>Hall-apt Infil (m³/h)</th>
<th>Infil (m³/h)</th>
<th>Infil/Zone conc (ACH)</th>
<th>Zone conc/Hall conc</th>
</tr>
</thead>
<tbody>
<tr>
<td>3B</td>
<td>120.5</td>
<td>11.5</td>
<td>109.0</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>3C</td>
<td>65.0</td>
<td>19.0</td>
<td>46.0</td>
<td>0.77</td>
<td>0.71</td>
</tr>
<tr>
<td>3D</td>
<td>72.3</td>
<td>28.5</td>
<td>43.8</td>
<td>0.73</td>
<td>0.61</td>
</tr>
<tr>
<td>3E</td>
<td>130.2</td>
<td>8.1</td>
<td>122.1</td>
<td>1.02</td>
<td>0.94</td>
</tr>
<tr>
<td>3F</td>
<td>92.5</td>
<td>1.7</td>
<td>90.8</td>
<td>0.76</td>
<td>0.98</td>
</tr>
<tr>
<td>Total</td>
<td>480.5</td>
<td>70.8</td>
<td>409.7</td>
<td>0.85</td>
<td>0.02</td>
</tr>
</tbody>
</table>

**Ratio of the sum of hall to apartment air flow to the total flow into hall:** Floor 3 - 0.24, Floor 4 - 0.51
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### TABLE 10

**Air Flow Rate Computation For**

**Period 5: (4-24-87, 12:40 to 4-5-87, 13:20)**

<table>
<thead>
<tr>
<th>Zone Name</th>
<th>Total Flow (m³/h)</th>
<th>Hall-apt Infil (m³/h)</th>
<th>Infil (ACH)</th>
<th>Infil/Total</th>
<th>Zone conc/Hall conc</th>
</tr>
</thead>
<tbody>
<tr>
<td>3A</td>
<td>122.0</td>
<td>7.2</td>
<td>114.8</td>
<td>0.94</td>
<td>0.06</td>
</tr>
<tr>
<td>3B</td>
<td>151.8</td>
<td>7.9</td>
<td>143.8</td>
<td>1.20</td>
<td>0.95</td>
</tr>
<tr>
<td>3C</td>
<td>48.9</td>
<td>6.6</td>
<td>42.2</td>
<td>0.70</td>
<td>0.14</td>
</tr>
<tr>
<td>3D</td>
<td>70.9</td>
<td>6.9</td>
<td>64.0</td>
<td>1.07</td>
<td>0.10</td>
</tr>
<tr>
<td>3E</td>
<td>161.8</td>
<td>5.3</td>
<td>156.6</td>
<td>1.30</td>
<td>0.03</td>
</tr>
<tr>
<td>3F</td>
<td>95.2</td>
<td>4.5</td>
<td>90.8</td>
<td>0.76</td>
<td>0.05</td>
</tr>
<tr>
<td>Total</td>
<td>650.5</td>
<td>38.4</td>
<td>612.1</td>
<td>1.02</td>
<td></td>
</tr>
<tr>
<td>4A</td>
<td>413.6</td>
<td>73.3</td>
<td>340.3</td>
<td>2.84</td>
<td>0.18</td>
</tr>
<tr>
<td>4B</td>
<td>36.3</td>
<td>12.2</td>
<td>24.1</td>
<td>0.40</td>
<td>0.34</td>
</tr>
<tr>
<td>4C</td>
<td>152.9</td>
<td>142.2</td>
<td>10.7</td>
<td>0.18</td>
<td>0.93</td>
</tr>
<tr>
<td>4D</td>
<td>211.3</td>
<td>26.7</td>
<td>184.7</td>
<td>1.56</td>
<td>0.13</td>
</tr>
<tr>
<td>4E</td>
<td>175.3</td>
<td>49.3</td>
<td>126.1</td>
<td>1.05</td>
<td>0.28</td>
</tr>
<tr>
<td>Total</td>
<td>836.5</td>
<td>161.5</td>
<td>675.2</td>
<td>1.61</td>
<td></td>
</tr>
</tbody>
</table>

*Ratio of the sum of hall to apartment floor 3 - 0.12
air flow to the total flow into hall floor 4 - 0.54
Note - apartment 4D not included in total

### TABLE 11

**Variation of Air Infiltration in Three Third-Floor Occupied Apartments**

<table>
<thead>
<tr>
<th>Period</th>
<th>Infiltration (ACH)</th>
<th>3B</th>
<th>3D</th>
<th>3F</th>
<th>Average</th>
<th>Outdoor Temperature (°C)</th>
<th>Wind Speed (m/s)</th>
<th>Time Span (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.29 1.17 0.51</td>
<td>0.96</td>
<td></td>
<td></td>
<td>8.4</td>
<td>5.6</td>
<td>6.8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.89 1.08 0.72</td>
<td>0.86</td>
<td></td>
<td></td>
<td>9.4</td>
<td>4.4</td>
<td>12.9</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.89 0.77 0.81</td>
<td>0.81</td>
<td></td>
<td></td>
<td>10.2</td>
<td>5.2</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.20 0.70 0.76</td>
<td>0.92</td>
<td></td>
<td></td>
<td>9.1</td>
<td>5.5</td>
<td>12.0</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 12

**Ratio of Concentration in Hall Four to that in Hall Three**

<table>
<thead>
<tr>
<th>Period</th>
<th>PMCT</th>
<th>PMCH</th>
<th>PDCH</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td></td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>9</td>
<td>11</td>
<td>9</td>
</tr>
</tbody>
</table>

- The air flowing from the third floor to the fourth floor hallway came from the third floor hallway and not directly from the apartments.
- Eight to 15 percent of the air entering the fourth floor hallway came from the third floor hallway.
Table 12 looks at the origin of air reaching hall four and points out that it is hall-to-hall flow upward in the building.

4.0 COMPARISONS OF AIR EXCHANGE MEASUREMENTS

Based upon the measurement periods used to collect the air exchange information using the PFT method, we can now return to the CCTG data and calculate air exchange values. Table 13 summarizes this information for the CCTG method.

TABLE 13

CCTG Lumley Air Exchange Values
Corresponding to the 5 PFT Periods
(negative values excluded throughout)

<table>
<thead>
<tr>
<th>Period 1</th>
<th>PFT Day</th>
<th>CCTG Day</th>
<th>Hall 3</th>
<th>3D</th>
<th>3E</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>72/16:00 - 86/13:35</td>
<td>72/16:00 - 86/13:00</td>
<td>0.0</td>
<td>6.90</td>
<td>67.6</td>
<td>7.20</td>
</tr>
<tr>
<td></td>
<td>(78.084-79.709 and</td>
<td>82.918-83.751 missing)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 2</td>
<td>PFT Day</td>
<td>CCTG Day</td>
<td>Hall 3</td>
<td>3D</td>
<td>3E</td>
<td>AVG</td>
</tr>
<tr>
<td></td>
<td>86/13:35 - 93/10:40</td>
<td>86/14:00 - 93/10:00</td>
<td>0.0</td>
<td>0.83</td>
<td>0.36</td>
<td>0.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 3</td>
<td>PFT Day</td>
<td>CCTG Day</td>
<td>Hall 3</td>
<td>3D</td>
<td>3E</td>
<td>AVG</td>
</tr>
<tr>
<td></td>
<td>93/10:40 - 106/14:40</td>
<td>93/11:00 - 106/13:00</td>
<td>0.0</td>
<td>7.96</td>
<td>12.17</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 4</td>
<td>PFT Day</td>
<td>CCTG Day</td>
<td>Hall 3</td>
<td>3D</td>
<td>3E</td>
<td>AVG</td>
</tr>
<tr>
<td></td>
<td>106/10:40 - 114/12:40</td>
<td>106/11:00 - 114/11:00</td>
<td>0.0</td>
<td>18.6</td>
<td>32.1</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 5</td>
<td>PFT Day</td>
<td>CCTG Day</td>
<td>Hall 3</td>
<td>3D</td>
<td>3E</td>
<td>AVG</td>
</tr>
<tr>
<td></td>
<td>114/12:40 - 126/13:20</td>
<td>114/12:00 - 126/12:00</td>
<td>0.0</td>
<td>4.98</td>
<td>81.3</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.23</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 14 summarizes the comparisons of readings for the apartments and building zones common to the two measurement methods for the same time periods. Altogether 16 conditions are compared. One might first conclude that the PFT air exchange measurements tend to be lower than the CCTG measurements, especially for the highest
TABLE 14
Comparison of CCTG and PFT Measurements for the Same Apartments and Time Periods

<table>
<thead>
<tr>
<th>APARTMENTS</th>
<th>3D</th>
<th>3E</th>
<th>3F</th>
<th>4E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Period 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFT</td>
<td>0.21</td>
<td>0.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCTG</td>
<td>0.32</td>
<td>1.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Diff PFT to CCTG</td>
<td>34% less</td>
<td>76% less</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFT</td>
<td>0.22</td>
<td>0.29</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>CCTG</td>
<td>0.27</td>
<td>0.17</td>
<td>1.54</td>
<td></td>
</tr>
<tr>
<td>19% less 71% more 67% less</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFT</td>
<td>1.26</td>
<td>1.60</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>CCTG</td>
<td>0.71</td>
<td>0.84</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>77% more 90% more 36% less</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFT</td>
<td>0.73</td>
<td>1.02</td>
<td>0.76</td>
<td>0.67</td>
</tr>
<tr>
<td>CCTG</td>
<td>0.93</td>
<td>0.96</td>
<td>1.66</td>
<td>2.44</td>
</tr>
<tr>
<td>22% less 6% more 54% less 73% less</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Period 5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PFT</td>
<td>1.07</td>
<td>1.30</td>
<td>0.76</td>
<td>1.54</td>
</tr>
<tr>
<td>CCTG</td>
<td>1.23</td>
<td>1.40</td>
<td>1.71</td>
<td>1.45</td>
</tr>
<tr>
<td>13% less 7% less 56% less 6% more</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

CCTG air exchange rates (1.54, 1.66 and 2.44). However, the fourth highest CCTG value of 1.45 is exceeded by a 1.54 PFT reading, and the highest PFT reading of 1.60 only registered 0.84 on the CCTG equipment. One reason for the differences between the two measurement methods may be the mixing factor. With window openings mixing tends to be more erratic and often incomplete (e.g., the increased variability of the target concentration shown in Figures 5, 6, and 7). There is no doubt that air exchange rates change rapidly, one only has to look at the occupied apartment 4E shown in Figure 2.

5.0 CONCLUSIONS

The use of both CCTG and PFT methods reveal the necessary air exchange information for a complex, multifamily building. Measurements point out the nature of the interaction between zones and show that for this building air exchange occurs between the hall and respective apartments rather than between the apartments themselves. Stack effect is evident with only isolated instances of measured downward flow. Extremes of air exchange rates are evident and are illustrated in the detailed hourly data, where the low levels directly relate to indoor air quality and high levels indicate energy waste. The average air exchange data reveals the true energy impact of air infiltration. As more apartments are measured one begins to see patterns of air exchange and changing stack flow influences on individual floors. Adjustment of window openings is also shown to immediately influence the air exchange
rate. One would have hoped for better agreement between the CCTG and PFT measurements on the same apartments, however, the differences point out how important complete mixing is to measurement procedures, and to obtaining accurate air exchange information.
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J. Van Der Maas (Ecole Polytechnique Federale de Lausanne, Switzerland) Is it true, as suggested in the Figure comparing PFT and CCTG data, that in the case of incomplete mixing the effects of PFT and CCTG are opposite and that therefore these are complementary methods giving the potential to discard "incomplete mixing" data points?

D. Harrje (Princeton University) If all PFT samplers and sources were identically placed to the CCTG sampling and injection tubes, we would anticipate that mixing effects would be the same. However restrictions as to where the CCTG tubing could be run in the occupied apartments and the fact that multiple sources of the PFT gases were required to supply sufficient tracer, made the layout of source and sampling points different for PFT and CCTG. Hence mixing effects can be different between systems and between apartments.

M. Bassett (Building Research Association of New Zealand) Can you briefly outline your PFT system and give some indication of set-up and operational costs?

D. Harrje (Princeton University) The version of the PFT system we use at Princeton is modelled after the Brookhaven Laboratory's airborne unit - the unit used to measure power plant seeded PFT in the study of acid rain. The table-top version used in our laboratory costs approximately $20,000 for the gas chromatographic equipment and $12,000 for the special rack to hold samplers, the heating controls for energising the rack and the microcomputer to operate the entire system. The system has used three or four tracer gases with 8 minutes per analysis required for each tracer sampler (CATS).
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ABSTRACT
The problem of predicting air flows in a multi-zone building has received considerable attention in the past ten years. An important issue identified by this work was the lack of reliable measurements of the flow resistances between the zones of such buildings. This report analyzes the uncertainties associated with a fan-pressurization technique for measuring the inter-zonal leakage (inverse flow resistance) in a multi-zone building. The technique involves two blower doors, one in each of the two zones between which the leakage is being measured. The evaluation of the technique is based upon simulations using MOVECOMP, a multi-zone infiltration and ventilation simulation program, which is used to determine what data would be recorded when using the procedure in a multi-family building under typical wind conditions using typical fan pressurization equipment. These simulations indicate that wind-induced uncertainties in the determined leakage parameters do not exceed 10% for windspeeds lower than 5 m/s, but that pressure and flow measurement uncertainties raise leakage parameter uncertainties above 40% at any wind speed. By performing additional simulations, the sensitivity of our results to the subtleties of the measurement protocol and the assumed test conditions are examined. These examinations highlight the importance of using an appropriate reference for the pressure difference across the primary-zone envelope, as well as the importance of improving the precision this measurement.

INTRODUCTION
The problem of predicting air flows in a multi-zone building has received considerable attention in the past ten years. An important issue identified by this work was the lack of reliable measurements of the flow resistances between the zones of such buildings (Feustel 1987).
Several multi-zone leakage measurement techniques have been tried over the past several years, some of which determine only the Effective Leakage Area (ELA) of the inter-zonal path, while others determine both the flow coefficient and flow exponent needed in power-law models of crack flow. One technique used six blower doors simultaneously to measure the total envelope leakage area of a six-unit building, and used single-zone blower-door measurements to measure the total leakage area of each apartment, which in combination were used to determine the split between exterior-envelope and inter-zonal leakage (Modera 1985). Modera used data taken with this technique in a multi-zone infiltration model by apportioning the inter-zonal leakage area by surface area, and assuming a constant flow exponent. Another technique used two blower doors simultaneously to
measure each inter-zonal flow path, measuring the flow required to maintain several nominal differential pressures across the primary zone with and without pressurizing the secondary zone to the same pressure. With this technique, the leakage area of the primary zone could be determined with and without the inter-zonal path, or the flows at each nominal pressure differential could be subtracted and used to obtain the flow exponent and coefficient of the inter-zonal path (Diamond 1986).

In general, multi-zone leakage measurements are acknowledged to have large uncertainties compared to single-zone leakage measurements. This increased uncertainty has been attributed to a number of effects, most notably the fact that any uncertainties in the measured blower-door flow rates are compounded by the flow subtractions used in multi-zone techniques, and also the fact that multi-zone buildings are usually taller than single-family residences and are therefore subjected to higher windspeeds. We therefore decided to compare the effects of wind with the effects of flow and pressure measurement uncertainties on multi-zone leakage measurements made with a two blower-door technique. However, due to the considerable expense, logistical difficulties, and the uncontrolled nature of field experiments, we decided to evaluate these uncertainties using a detailed multi-zone air-flow network model.

MULTI-ZONE MEASUREMENT TECHNIQUE

The multi-zone leakage measurement technique that we examined utilizes two blower doors, one in each of the zones adjacent to the leakage path being measured. The technique is to maintain a constant indoor-outdoor pressure differential in one zone (e.g. 50 Pa), while simultaneously varying the pressure in the second zone. Thus, for a series of differential pressures (e.g. between 0 and 50 Pa) between the primary and secondary zones, the flow rates required to maintain the constant pressure differential across the primary zone are recorded. This technique was chosen because of two potential advantages it has over the techniques that have been examined in the past. First, because the primary zone is kept at a constant large pressure differential, the effects of wind on the measured flow should be reduced. Also, because the pressure differential across the leakage path is measured directly, the sensitivity to uncertainties in the measured pressure differentials should be reduced.

Assuming that the flow from the primary zone to adjacent zones and outside is maintained constant, the flow through the fan pressurizing the primary zone can be expressed as:

\[ Q_p = Q_{ped} + k_p \Delta P_p^{\Delta p} \]  

(1)
where:

\( Q_p \) is the total flow into the primary zone (i.e. measured by the fan) [m³/s],
\( Q_{post} \) is the flow from primary zone to outside and to all zones except the secondary zone (assumed to be constant) [m³/s],
\( k_{ps} \) is the flow coefficient of the leakage path between the primary and secondary zones [m³/s Pa^n],
\( \Delta P_{ij} \) is the pressure difference between the primary and secondary zones [Pa], and
\( n_{ij} \) is the flow exponent of the leakage path between the primary and secondary zones [dimensionless].

Equation 1 relates the fan flow to the leakage-path pressure differential via three parameters, \( Q_{post}, k_{ps} \) and \( n_{ps} \). Thus, by performing a non-linear search for the three parameters based upon a series of pressure-difference/fan-flow pairs, both the flow exponent and coefficient are obtained.

In addition to Equation 1, there are a number of methodology options associated with using this technique, many of which have significant implications for the uncertainty associated with the leakage characteristics determined. The options which have to be addressed by any examination of the technique include: what pressure differential to maintain across the primary zone, how to choose the outside pressure upon which to base the pressure differential across the primary zone, how to specify the leakage conditions of the adjacent zones (i.e. open or closed windows), how many pressure-differential/fan-flow pairs to use for a measurement, and what operator technique and instrumentation to assume for obtaining the pressure-differential/fan-flow pairs. The reference technique examined was chosen based upon a combination of uncertainty-reduction and practical-application considerations. The chosen configuration uses 50 Pa as the pressure differential (due to practical limitations of fan size), uses a pressure-averaging probe covering the three exterior surfaces of the primary zone for the outside pressure (to reduce uncertainty), assumes that the windows and doors of adjacent zones are closed during the test (based upon the practical difficulties associated with having all windows in an apartment building open at the same time), and uses six pressure-differential/fan-flow pairs (to conform with customary measurement practices). To gauge the sensitivity of our results to these assumptions, the
effects of each of these choices on measurement uncertainty are examined individually at a typical wind condition. In addition, to obtain each pressure-flow pair it is assumed that the operator adjusts the fan flow so as to maintain the 50 Pa primary-zone pressure differential and then records the fan-flow and inter-zone pressure differential simultaneously. It is further assumed that the observed pressures are not affected by windspeed fluctuations at frequencies higher than 0.25 Hz (period $< 4$ sec), or at frequencies lower than $1.67 \times 10^{-3}$ Hz (period $> 10$ min).

**TEST CONDITIONS**

As for any simulation-based study, a number of decisions had to be made early-on in choosing the conditions under which to examine the technique. These conditions included: the type of building, the choice of primary zone, the choice of leakage path, the total and inter-zonal leakage levels, the degree of shielding, and the type of wind. The effects of these uncertainties on the determination of the leakage characteristics can be be included in the simulations in a manner similar to that used for the wind. The reference set of test conditions chosen and the reference technique described above are summarized in Table 1.

<table>
<thead>
<tr>
<th>Building Type</th>
<th>3-story multifamily with 2 units/floor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Zone</td>
<td>Second-story apartment</td>
</tr>
<tr>
<td>Leakage Path</td>
<td>Between two second-story apartments</td>
</tr>
<tr>
<td>Total Leakage</td>
<td>Relatively High (Specific leakage area $= 10 \text{ cm}^2/\text{m}^2$)</td>
</tr>
<tr>
<td>Inter-Zone Leakage</td>
<td>17% of Total (i.e., equal leakage for all leakage paths)</td>
</tr>
<tr>
<td>Shielding</td>
<td>Average of unshielded and surrounded by similar-height buildings</td>
</tr>
<tr>
<td>Mean Wind Speed</td>
<td>1-6 m/s</td>
</tr>
<tr>
<td>Wind Distribution</td>
<td>Lognormal</td>
</tr>
<tr>
<td>Wind Variance</td>
<td>Average Variance of Unstable and Neutral conditions</td>
</tr>
<tr>
<td>Wind Directions</td>
<td>Towards primary zone, towards secondary zone, parallel to common wall</td>
</tr>
<tr>
<td>Primary-zone Pressure</td>
<td>50 Pa</td>
</tr>
<tr>
<td>Outdoor Pressure Reference</td>
<td>Linear average of three outdoor surface pressures</td>
</tr>
<tr>
<td>Adjacent Apartments</td>
<td>Closed windows and doors</td>
</tr>
<tr>
<td>Measurements</td>
<td>5 pressure-difference/fan-flow pairs (0,10,20,30,40,50 Pa)</td>
</tr>
</tbody>
</table>
The building chosen for the reference simulation is typical of those built around the turn of the century in many U.S. cities, similar to the building measured by Diamond. The range of wind speeds was chosen to bracket the typical average windspeed of 4 m/s, and to show what kind of improvement can be expected at lower windspeeds. This examination of lower windspeeds necessitated the use of a positive definite distribution, in this case lognormal. The wind variance was chosen to conform with a small city environment, and as a compromise between unstable (clear sky) and neutral (overcast) wind conditions (Panofsky and Dutton 1984). The choice of wind variance was assumed to be an important issue, as the variation in windspeed over the course of a test is the principal cause of wind-induced measurement uncertainties. Table 2 contains a summary of the wind variances used for the simulations.

<table>
<thead>
<tr>
<th>Mean Windspeed [m/s]</th>
<th>Unstable Wind Std. Dev. [m/s]</th>
<th>Neutral Wind Std. Dev. [m/s]</th>
<th>Reference Std. Dev. [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.83</td>
<td>0.30</td>
<td>0.57</td>
</tr>
<tr>
<td>2</td>
<td>1.19</td>
<td>0.60</td>
<td>0.90</td>
</tr>
<tr>
<td>3</td>
<td>1.36</td>
<td>0.90</td>
<td>1.13</td>
</tr>
<tr>
<td>4</td>
<td>1.50</td>
<td>1.20</td>
<td>1.35</td>
</tr>
<tr>
<td>5</td>
<td>1.65</td>
<td>1.50</td>
<td>1.58</td>
</tr>
<tr>
<td>6</td>
<td>1.90</td>
<td>1.80</td>
<td>1.85</td>
</tr>
</tbody>
</table>

Assuming perfect instrumentation accuracy as we have, measurements made during a constant windspeed have no uncertainty. To compare these wind-induced uncertainties with the uncertainties due to imperfect pressure and flow measurements, an additional series of simulations were performed assuming 1 Pa uncertainties in pressure measurements, and 20 kg/h uncertainty in the measured fan flow.

**NETWORK-MODEL SIMULATION**

The principal method used to examine the wind-induced uncertainties associated with the multi-zone leakage measurement technique was to simulate the measurements that would be made under field conditions. These simulations were based upon MOVECOMP, a multizone infiltration and ventilation simulation program (Herrlin 1987). The major features of this program are described in the Air Infiltration Review (Herrlin 1988). Due to the flexibility and speed of this program, the leakage-measurement technique could be examined under a large range of conditions.
Given the reference technique and reference measurement conditions, the simulation proceeds as follows. For each mean windspeed and wind direction, two hundred measurements of the leakage coefficient \( k \) and the leakage exponent \( n \) are simulated. Each of these measurements is obtained from six pressure-flow pairs, one for each of six inter-zonal pressure differentials (i.e., \( \Delta P_{\text{z}} = 0,10,20,30,40,50 \, \text{Pa} \)). To obtain each pressure-flow pair, a windspeed is chosen at random from a lognormal distribution with the specified mean and variance. As using two hundred measurements was found to provide repeatable values for the bias and uncertainties in the leakage parameters, a new random set of 1200 windspeeds was generated for each wind and test condition. At each windspeed, surface pressures are computed for the entire building, using one pressure coefficient for each surface. Then, based upon the pressure differential to be maintained between the primary zone and outside, the specified pressure differential across the leakage path, and the known wind-induced surface pressures, the network model iterates to find the primary-zone and secondary-zone flows required to maintain the specified pressure differentials, and the resulting pressures in all zones of the building.

Based upon the reference simulation conditions described in Table 1, the uncertainty and the bias in the measured characteristics of the inter-zonal leakage were estimated. Simulations were also performed to examine the sensitivity of the results to the chosen methodology and test conditions, and to compare wind-induced uncertainties with uncertainties stemming from imperfect pressure and flow measurements.

The effects of pressure and flow uncertainties were included by adding offsets chosen at random from normal distributions with the specified variances. Pressure measurement errors were assumed to have no bias and a standard deviation of 1 Pa, and were included in the input to the network model. The primary-zone fan-flow error was assumed to be unbiased and to have a standard deviation of 20 kg/h, and was added to the fan-flow determined by the network model simulation.
SIMULATION RESULTS

Based upon the reference simulation, the bias and uncertainty in the flow coefficient and flow exponent of the inter-zonal leakage path are summarized for six wind speeds in Table 3.

<table>
<thead>
<tr>
<th>Mean Windspeed [m/s]</th>
<th>Flow Coefficient (k)</th>
<th>Flow Exponent (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias [%]</td>
<td>Std. Dev. [%]</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>-2</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>34</td>
</tr>
</tbody>
</table>

Table 3: Results of Reference Measurement Technique Simulation

The results in Table 3 indicate a small bias in the measured inter-zonal flow coefficients and exponents at all windspeeds. The bias in the flow coefficient changes sign, whereas the bias in the flow exponent is consistently positive. This consistent bias in the flow exponent can be explained by the fact that the windows were assumed to be closed during the measurements. When the windows are closed, increasing the pressure in the secondary zone increases the pressure in adjacent zones, thereby reducing the flow from the primary zone to the adjacent zones. Thus, as increasing the pressure in the secondary zone decreases the pressure difference across the leakage path, the apparent flow through the leakage path will appear to increase disproportionately with the pressure difference across it, thereby causing an overprediction of the flow exponent.

Table 3 also indicates that the uncertainty induced by the wind, as indicated by the standard deviation of the results, remains smaller than 10% up to a wind speed of 5 m/s. Although this result is encouraging, we must remember that this assumes perfect measurements of pressure and flow, and therefore represents a lower limit on the total uncertainty. Also, Table 3 represents the uncertainty to be expected with no knowledge of wind direction. Figure 1 presents the data from the three wind directions used to generate Table 3, and shows the significant variations in uncertainty with respect to wind direction. Examining Figure 1, it seems that the uncertainties for all three wind directions increase linearly with windspeed up to 5 m/s. When the primary zone is completely on the leeward side of the building (direction 3), the uncertainties continue to increase linearly with windspeed above 5 m/s, whereas the uncertainties seem to increase dramatically above 5 m/s for the the other two directions.
Uncertainty in $k$ versus Windspeed

Figure 1. Uncertainty (scatter) in the measured leakage coefficient of the common wall between two apartments as a function of windspeed for three different wind directions (based upon reference simulation).

This indicates that the wind-induced uncertainty cannot be assumed to simply scale with windspeed or with the dynamic pressure of the wind, but rather must also depend upon other factors. One potential factor is the interaction of the pressurization of the primary and secondary zones, the non-linearity of the building leaks, and the wind-induced surface pressures. A more careful examination of the raw simulation results indicated that the flow exponent and flow coefficient were negatively correlated. This correlation is illustrated in Figure 2, which is a scatter plot of the flow coefficient, $k$, versus the flow exponent, $n$, for the reference simulation conditions at a windspeed of 4 m/s. The negative sign of the correlation stems from the fact that the bulk of the measurements are made at pressures around 25 Pa, whereas the flow coefficient $k$ is equivalent to the leakage (flow) at 1 Pa. Thus, excluding any correlated bias in the pressure and flow measurements, an increase in the determined exponent translates into a decrease in the determined flow coefficient.
Figure 2. Scatter plot of flow coefficient and exponent determined for wind parallel to the common wall at 4 m/s (based upon reference simulation). The true values of the flow coefficient and exponent are 75 kg/h Pa$^{-n}$ and 0.65.

This finding is consistent with Persily's observation (Persily 1985) that to reduce uncertainty, the most logical choice for a single leakage parameter is the leakage at 25 Pa. However, from the point of view of applicability to the pressures driving flows in buildings, the most reasonable choice for a single parameter is probably the Effective Leakage Area (ELA), which used extensively to characterize single-zone leakage (Sherman 1986). As ELA, defined in Equation 2, is directly proportional to the flow at 4 Pa, and thus will have uncertainties smaller than that for k, but larger than that for the flow at 25 Pa.

\[
ELA = k \sqrt{\frac{\rho}{2} \Delta P_{ref}^{-\frac{1-n}{2}}}
\]  

(2)

where:

\(\rho\) is the density of air [kg/m$^3$], and

\(\Delta P_{ref}\) is the reference pressure differential [4 Pa].

225
The bias and standard deviation of the ELA and the leakage at 25 Pa, computed with the same data used to generate Table 3, are compared with the bias and standard deviation of the flow coefficient in Table 4.

Table 4: k, ELA and Flow at 25 Pa from Measurement Technique Simulation

<table>
<thead>
<tr>
<th>Mean Windspeed</th>
<th>k</th>
<th>Effective Leakage Area (ELA)</th>
<th>Leakage at 25 Pa</th>
</tr>
</thead>
<tbody>
<tr>
<td>[m/s]</td>
<td>Bias [%]</td>
<td>Std. Dev. [%]</td>
<td>Bias [%]</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>-1</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>-2</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-1</td>
<td>34</td>
<td>2</td>
</tr>
</tbody>
</table>

*Average of four wind directions.*

The results presented in Table 4 are consistent with those presented by Persily for single-zone fan pressurization measurements. Namely, the determination of a flow in the middle of the measurement range has the least uncertainty, while predicted flows become more uncertain as they move towards the lower extreme of the measurement range. Although this result is not surprising, it is worth noting that the uncertainties in k, ELA, and $Q_{25\text{Pa}}$ roughly correspond to the uncertainties in the flows predicted with a multi-zone airflow model at characteristic pressures of 1, 4 and 25 Pa, the flow at 4 Pa having approximately two thirds the uncertainty at 1 Pa, and the flow at 25 Pa having approximately half the uncertainty at 4 Pa. Also worth noting in Table 4 is the increased positive bias in the predicted flows at higher pressures, in particular the consistent bias in the flow at 25 Pa. Similar to the systematic overprediction of the flow exponent discussed above, this bias stems from the assumption of closed windows used for the simulation.
The effects of different methodology options on the uncertainty and bias of the measurement technique are summarized in Table 5.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Flow Coefficient (k)</th>
<th>Flow Exponent (n)</th>
<th>ELA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias [%]</td>
<td>Std. Dev. [%]</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td>-1</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>12 Data Pairs</td>
<td>-1</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>100 Pa Primary</td>
<td>1</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Pressure</td>
<td>1</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Open Windows</td>
<td>7</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>4-Surface Average</td>
<td>7</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>Pressure</td>
<td>7</td>
<td>56</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5: Effects of Methodology Changes on Measurement Technique Results

-1 Average of four wind directions at mean windspeed of 4 m/s.

The methodology options in Table 5 are listed in order of decreasing beneficial effect on the uncertainty of the flow coefficient. In general, most of the options examined have negative impacts on the quality of the determined parameters. The only option which has a beneficial effect on measurement uncertainty is the use of 12 pressure-flow pairs to determine the flow coefficient and exponent. This option corresponds to taking twice as much data in the field, and results in a one percentage point improvement in the uncertainty in the flow coefficient, flow exponent and effective leakage area.

Somewhat surprisingly, the use of 100 Pa as the reference pressure in the primary zone has virtually no effect on the parameter uncertainties. Although a higher primary-zone pressure is expected to decrease the effect of wind on flow measurements, this beneficial effect does not appear in the simulated uncertainties. The uncertainties obtained with a 50 Pa primary-zone pressure were also compared with the 100-Pa uncertainties at an average windspeed of 6 m/s, at which point the 100 Pa uncertainties were half the 50 Pa uncertainties, consistent with expectations. Apparently, the benefits of increasing the primary-zone pressure do not become significant until the windspeed exceeds 4 m/s. As mentioned above, this behavior most likely stems from interactions between the internal building pressures, the non-linearity of building leaks, and the fact that wind-induced pressures scale with the square of the windspeed.
Opening the windows in the adjacent zones, although it apparently eliminates the bias in the flow exponent and effective leakage area, increases the uncertainty associated with all parameters. This result is not surprising, as opening the windows implies larger pressure fluctuations in the adjacent zones and therefore larger fluctuations in the measured fan flow.

The most significant methodology change is the use of a four-wall rather than a three-wall pressure average, which increases the parameter uncertainties by approximately a factor of five. An even more dramatic increase was found when using a single surface-pressure probe for the outside pressure. For one wind direction, the use of a single surface pressure results in biases as high as 80% and uncertainties over 100%. Although the results for other wind directions were not as severe, as one cannot specify wind direction when making a measurement, this technique has to be considered unworkable. Both these results highlight the importance of using a pressure average that is representative of the pressures affecting the flow out of the primary zone. Overall, the results in Table 5 indicate that the choice of reference methodology seems to have been fortuitous.

The uncertainty and bias implications of several of the reference simulation assumptions are summarized in Table 6.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Flow Coefficient (k)</th>
<th>Flow Exponent (n)</th>
<th>ELA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias [%]</td>
<td>Std. Dev. [%]</td>
<td></td>
</tr>
<tr>
<td>Reference</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Well Shielded</td>
<td>-1</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Neutral Wind</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Smaller Total Leakage (3.3cm²/m²)</td>
<td>0</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Smaller Interzone Leakage (9%)</td>
<td>-2</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>No Shielding</td>
<td>0</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>Unstable Wind</td>
<td>0</td>
<td>18</td>
<td>2</td>
</tr>
</tbody>
</table>

* Average of four wind directions at mean windspeed of 4 m/s.
Similar to Table 5, the simulation assumptions in Table 6 are listed in order of decreasing beneficial effect on the uncertainty of the flow coefficient. Also similar to Table 5, the results in Table 6 indicate that the choice of reference simulation was fortuitous, apparently corresponding to a lower limit on the uncertainties to be expected. The only improvement in measurement uncertainty occurs by assuming that the building was well shielded from the wind. Somewhat surprisingly, going from average wind variance to neutral wind variance does not have a significant effect on the measurement uncertainty. This result, combined with the significant increase in uncertainty associated with assuming unstable wind, seems to indicate that the effects of wind turbulence on measurement uncertainty do not scale linearly with turbulence intensity, but rather result from complex interactions between the internal building pressures, the non-linearity of building leaks, and the fact that wind-induced pressures scale with the square of the windspeed. The non-linear dependence of measurement uncertainty on the pressure variations is further illustrated by the significant increases in uncertainty associated with assuming that the building is unshielded.

Not surprisingly, the determined biases and uncertainties in the measured parameters do not depend on the absolute level of leakage in the building (remember we are not including instrumentation uncertainties), but do show approximately linear dependence on the relative size of the leakage path being measured. This latter result indicates a constant absolute uncertainty in the parameters being determined.

To put the wind-induced leakage measurement uncertainties into perspective, several simulations of measurements made with flow and pressure uncertainties were performed. The results of these simulations, based upon the uncertainties specified above, are presented in Table 7.

<table>
<thead>
<tr>
<th>Assumption</th>
<th>Flow Coefficient (k)</th>
<th>Flow Exponent (n)</th>
<th>ELA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias [%]</td>
<td>Std. Dev. [%]</td>
<td></td>
</tr>
<tr>
<td>Reference at 4 m/s</td>
<td>-1</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Reference plus Flow and Pressure</td>
<td>23</td>
<td>64</td>
<td>2</td>
</tr>
<tr>
<td>Uncertainty at 4 m/s</td>
<td></td>
<td></td>
<td>25</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Reference plus Flow and Pressure</td>
<td>16</td>
<td>63</td>
<td>3</td>
</tr>
<tr>
<td>Uncertainty at 1 m/s</td>
<td></td>
<td></td>
<td>23</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>42</td>
</tr>
</tbody>
</table>

Table 7: Effects of Flow and Pressure Measurement Uncertainties on Measurement Technique Results

- Reference at 4 m/s: Average of four wind directions.
The results in Table 7 point out the importance of uncertainties in measurements of pressure differentials and fan flows. Compared to the reference simulation, the addition of these measurement uncertainties increases the leakage parameter uncertainties by approximately a factor of eight. Table 7 also indicates a large positive bias in k and ELA resulting from the addition of measurement uncertainties.

DISCUSSION

The demonstrated importance of pressure and flow measurement uncertainties for producing accurate measurements of interzonal leakage is probably the key finding of this report. Due to the significance of this finding, additional simulations were performed to separate the effects of pressure and flow uncertainties. These simulations indicated that pressure measurements were a more important source of uncertainty and bias in the measured leakage parameters. These results imply that techniques for reducing measurement uncertainty, particularly pressure measurement uncertainty, will have significant impacts on leakage-parameter uncertainty. As the chosen uncertainties in pressure and flow measurements represent typical values for existing leakage-measurement equipment, there are a number of uncertainty-reduction techniques which could be applied. For example, the use of well-calibrated electronic pressure measurement equipment could reduce pressure measurement uncertainties by almost a factor of ten. Further improvement could be potentially be obtained by using time averaged (or filtered) pressure and flow measurements, or by using multiple pressure transducers rather than a single averaging probe to determine an average primary-zone pressure differential.

Pressure and flow measurement uncertainties, in addition to increasing uncertainty, also induced a significant positive bias in the measured flow coefficients and leakage areas. As the observed bias can have important implications, and because the use of different random samples indicated the need for a larger sample size, the causes and potential means of mitigating this bias will be a topic for future investigation.

The final discussion point concerns the distributions of errors in the measured leakage parameters, which in general were found to be normal. The exceptions occurred at high uncertainties, in particular those associated with windspeeds above 5 m/s, and those obtained for the flow coefficient when including measurement errors. In both cases the error distributions were found to be positively skewed. This result indicates that the well-developed error analysis techniques for normal distributions cannot be generally used for analyzing field leakage measurements.
CONCLUSIONS
Several conclusions can be drawn based upon the results presented in this report. First, we feel that the simulations used to examine the proposed fan pressurization technique for measuring inter-zonal leakage proved to be an invaluable tool. Besides providing meaningful estimates of the expected field performance of the technique, the simulations provided quantitative analyses of the relative importance of various methodology options. The results of these simulations can thus be used to design a selective (i.e., economically-viable) experimental effort to test the proposed technique, and can serve as a yardstick for comparing alternative measurement techniques.

The simulations also provided a clear separation between the contributions of measurement uncertainties and wind-induced uncertainties to the overall uncertainty in the measured leakage parameters. Perhaps the most significant findings based upon this study are the demonstrated importance of the choice of outdoor pressure reference for the primary zone, and the demonstrated importance of improving the accuracy of pressure and flow measurements. On the one hand, using a 3-face pressure average improves measurement uncertainty by a factor of five compared to using a four-face pressure average or a single-face pressure. On the other hand, including pressure and flow measurement uncertainties produces an eight-fold increase in leakage parameter uncertainty. The simulations demonstrate that at windspeeds below 6 m/s, the uncertainties associated with the described inter-zonal leakage measurement technique are predominantly caused by imperfect pressure and flow measurements. Up to 5 m/s the uncertainties due to the wind remain smaller than 10%, whereas the uncertainties stemming from imperfect measurements push the uncertainty above 40%. Based upon this demonstrated importance of pressure and flow uncertainties, the use of signal enhancement and scatter-reduction techniques are recommended. Specific techniques, such as temporal averaging or filtering of pressure signals, which were specifically not considered, may play an important role in reigning in the presently unacceptable leakage-parameter uncertainties.
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SYNOPSIS

In the past few years, research efforts have been made to acquire accurate knowledge about infiltration and ventilation in multi-zone buildings. By this way, a wide variety of modelling techniques have been developed which suffer of a lack of satisfactory validations.

The purpose of this work is to set up a data bank of high quality measurements which will serve to carry out an empirical validation of multi-zone air infiltration programs. Among other data, a complete set of air flow permeabilities of a well known experimental midsize building will be included to this bank.

We use the guarded zone pressurization technique for the purpose of measuring this set. The system is made of two computer controlled fans which automatically pressurize the different rooms of the building. Pressures and air flows are sampled and gathered during the overall experiment which runs generally over one night. Values of the corresponding permeabilities are calculated from these data through a mean square fit.

An overview of the procedure used to measure these permeabilities as well as a description of the experimental equipment developed for this purpose, is presented in this paper. The measured permeabilities and a discussion of their values, are also be given.
LIST OF SYMBOLS

- $Q_M$: measured air flow, [m$^3$ h$^{-1}$]
- $Q_E$: air flow to outside, [m$^3$ h$^{-1}$]
- $Q_{L_j}$: lateral flow, that is air flow to neighbouring zone $j = 1$ at east
  and $j = 2$ at west, [m$^3$ h$^{-1}$]
- $Q_I$: airflow to the staircase
- $\Delta P_i$: pressure difference across a given element, [Pa]
- $\Delta P (I/A)$: pressure difference between the guarded zone and the guarding zone, [Pa]
- $M(t)$: experience matrix $M_{it} = 1$ if flow $i$ is measured in experience $t$
- $C_{s-ext}$: exfiltration coefficient connecting room s and the outside node,
  [m$^3$ h$^{-1}$ Pa$^{-n}$]
- $C_{s-int}$: exfiltration coefficient connecting room s and the staircase node,
  [m$^3$ h$^{-1}$ Pa$^{-n}$]
- $n_{s-ext}$: exponent, [-]
- $Q_{50}$: leakage at 50 [Pa], [m$^3$ h$^{-1}$]
- $A_L$: leakage area, [cm$^2$]

1. INTRODUCTION

Any detailed thermal analysis of a building should include inter-zone coupling in
particular considering inter-zone air movements. While single zone description of the
building seems to be satisfactory for static modeling, the prediction of thermal dynamic
behaviour requires a multizone description of air movements [1].

The recently developed codes of air infiltration process take into account the
permeability distribution and need an empirical validation with appropriate sets of
measurements [2]. For this purpose we have decided to constitute a data bank for
validation [3].

External and internal climate conditions and tracer gas measurements are taken
simultaneously on the LESO building [4]. In addition, we present in this paper some
pressurization measurements on the principal elements of the envelope and internal
walls of this building.

For these measurements, we have used a guarded zone technique for which we have
developed the Mage automatic measurement System.

This work is part of the Swiss ERL-project (Energierelevante Luftströmungen in
Gebäuden) which is an important air infiltration research project [5].

2. THE GUARDED ZONE TECHNIQUE

The simple pressurization of a single room in a multiroom structure (fig. 1a) requires,
at a given pressure difference $\Delta P_i$, a measured air flow $Q_M$ so that:

$$Q_M (\Delta P_i) = Q_E (\Delta P_i) + \sum_{j=1,2} Q_{L_j} (\Delta P_i) + Q_I (\Delta P_i) \quad (1)$$
The guarded zone technique consists on pressurizing the contiguous rooms (The guarding zone) with a second fan. In this manner the lateral pressure difference $\Delta P_{(IA)}$ is kept to zero and the lateral flows $Q_L$ are canceled (fig. 1b). Then, we get for the same pressure difference:

$$Q_M(\Delta P_i) = Q_E(\Delta P_i)$$  \hspace{1cm} (2)

In a second step, opening the window and closing the door in one of the contiguous rooms (fig. 1c) let us use the following equation:

$$Q_M(\Delta P_i) = Q_E(\Delta P_i) + Q_{Lj}(\Delta P_i)$$  \hspace{1cm} (3)

Repeating this procedure for all the contiguous rooms and a series of pressure differences, we get for each pressure difference the easily solvable equation system:

$$\begin{pmatrix} Q_{M1} \\ Q_{M2} \\ Q_{M3} \\ Q_{M4} \end{pmatrix} = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 0 & 1 & 0 \end{pmatrix} \begin{pmatrix} Q_E \\ Q_{L1} \\ Q_{L2} \\ Q_L \end{pmatrix}$$  \hspace{1cm} (4)

Figure 1: Strategy of the guarded zone technique.

The resolution of the system (4) for several pressure differences:

$$\mathbf{Q} = M^{-1} \mathbf{Q}_M$$  \hspace{1cm} (5)

gives sets of $\{Q_S(\Delta P_i)\}$ which will be fitted to this relation

$$Q_S = C_s \Delta P^n$$  \hspace{1cm} (6)

in order to get the $C_s$ and $n_s$ exfiltration characteristics of the walls of the guarded zone.
3. DESCRIPTION OF THE MAGE MEASUREMENT SYSTEM

3.1 Generalities

The MAGE System (Mesure par Anneau de Garde de l'étanchéité) is a complex system which pressurizes buildings, controls the pressurization and measures the pressure differences between the inside and the outside of the building as well as outside conditions and exfiltration flows.

To know the permeability distribution, numerous measurements are needed. These measurements shall be all taken at given fixed pressure differences (e.g. 10, 20, 50, 60 [Pa]) to be used in equation 4. Moreover, to avoid the inconveniences of the measuring (noise, drafts) for the occupants, the experimentations are made during the night. For all these reasons, an automatic system has been developed. Figure 2 shows the structure of this system process.

![Figure 2: MAGE - Structure.](image)

![Figure 3: MAGE - System.](image)

3.2 Instruments and Procedure

Figure 3 shows the MAGE equipment, constituted of four electronic manometers, two electronic fan controllers, two voltage sources and a data logger. The system is controlled by a small desktop computer.

The program gives the set points to the fan controllers and controls if the target are reached within the tolerances (usually 5%).

Then the measurement can begin. The data logger measures all the data and the program tests them for stability and no excessive wind conditions to control the confidence in the measurement.
If all the tests are passed then the values are stored, if not, they are rejected. Then the program repeats this procedure several times for different pressure differences according to the starting values.

3.3 Air flow measurements

Two different methods of air flow measurement have been used because in such an experimental building, the permeabilities are very different from one room to another. The air flows to be measured range from about 15 [m³/h] for the air tightness element at 10 [Pa] to 1500 [m³/h] for the worst at 60 [Pa].

For the small flows, a nozzle with flow velocity measurement was used while for the largest flows, a nozzle with pressure measurement was chosen.

4. THE LESO - BUILDING

The LESO - Building is a mid-sized administrative building constituted by nine south oriented cells with solar façades, few differently oriented rooms, and a staircase as shown on figures 4 and 5. On Figure 4 you can observe the complexity of the permeability structure.

![Perspective of the LESO - Building (top) and corresponding conductances net (bottom).](image)
Figure 5: Plans of the three floors of the LESO - Building.
From room to room there are 61 conductances. The vertical ones (13) have been neglected. The greenhouse has been considered as a façade and some rooms got together with the staircase node.

Finally, the measured structure has 11 nodes with a total of 28 conductances to be measured.

The limitation of the node number comes from the limits of the CESAR, the equipment used for tracer gaz measurements [6].

The results presented in this paper have been obtained from 50 experiments which have needed three months of measurement.

6. RESULTS

6.1 Rooms Pressurization

The results of the pressurization of the LESO - Building are presented here on floor plans and bar charts.

The floor plan representation shows the localization of the C-values and the exponents n (fig. 6, a, b). There are presented each in different drawings for better understanding but they must be considered as a whole.

The bar charts present the C-values, the exponents and so the leakage at 50 [Pa] and the leakage area for a reference pressure of 4 [Pa] for the walls (fig. 9) or the rooms (fig. 10).

The leakage at 50 [Pa] is defined in the equation 7 and the leakage area in the equation 8 [7]

\[
Q_{50} = C 50^n \quad (7)
\]

\[
A_L = C \sqrt{\frac{\Delta P}{2}} 4^{(n - 0.5)} \quad (8)
\]

The results presented here are calculated for the following experimental conditions:

\[
960 \text{ [mbar]} < P_{\text{atmospheric}} < 980 \text{ [mbar]}
\]

\[
20 \text{ [°C]} < T_{\text{inside}} < 24 \text{ [°C]}
\]
The correction factor for standard conditions (20 °C and 1.013 x 10^5 [Pa]) is lower than 2 % [7].

Figure 6: a) C-values of the LESO - Building \( C(\text{m}^2/\text{h} \cdot \text{Pa}^n) \)

\[ \square \] -values for exfiltration from a room to outside or staircase.

\[ \bigcirc \] -values for exfiltration from a room to another room with the sense of measurement.
Figure 7: Leakage at 50 [Pa]

The values correspond to the flows from a room to outside (up), to staircase (down), to a contiguous room (lateral side).
Figure 8: The measured C-values [m³/n Pa^n] for the walls. (confidence < 10 % except for C-203-B, C-204-B, C-205-I, C-104-105, C-203-204 where 20 % < confidence < 30 %)

Figure 9: Measured exponent. (confidence < 10 %)

Figure 10: The leakage at 50 [Pa] in [m³/h] (confidence around 10 %)

Figure 11: Leakage area [cm²] for the rooms for a reference pressure of 4 [Pa] (confidence around 10 %)
Figure 12: Histogram of the rooms exfiltration exponents

\[ N = 26 \quad n = 0.70 \quad \sigma = 0.10. \]

6.2 LESO - Building Pressurization

Exfiltration flow for the whole building has been measured simultaneously with the rooms pressurization, since it was necessary to pressurize the building as a guarding zone.

Results from 13 measurements are presented here. They are sorted following increasing C-values (fig. 13).

LESO - Building measurements

<table>
<thead>
<tr>
<th></th>
<th>( \bar{V} )</th>
<th>( \bar{C} ) ± ( \sigma )</th>
<th>( \bar{n} ) ± ( \sigma )</th>
<th>( \bar{Q}_{50} ) ± ( \sigma )</th>
<th>( A_L )</th>
<th>( n_{L,50} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2165</td>
<td>740 ± 250 ( \text{m}^3/\text{h} ) ( \text{Pa}^{-n} )</td>
<td>0.6 ± 1 [-]</td>
<td>7400 ± 480 ( \text{m}^3 \text{ h}^{-1} )</td>
<td>1760 ( \text{cm}^2 )</td>
<td>3.43 ( \text{h}^{-1} )</td>
</tr>
</tbody>
</table>

The average result of \( \bar{C} \) and \( \bar{n} \) are calculated with \( Q_{50} \) and \( Q_{10} \).
7. INTERPRETATION

Here are commented the results presented in figures 8 to 10. The most interesting as well as the most constraining problem has been the large range in the air tightness of the rooms. The reasons are that the rooms have different façades and several room-to-room walls are masonry walls without rendering.

Confidence intervals are calculated for 95 % probability that they contain the true value [8].
7.1 Room-to-outside conductance

The untightness of room 205 \( (C_{205,\text{ext}} = 54.6 \text{ m}^3 \text{ h}^{-1} \text{ Pa}^{-1}) \) comes from an opening skylight kept closed by its own weight.

Room 105 and 005 have both a sun-space as a south façade. The difference of air tightness (table 1) can be explained by the different separation wall between the sun space and the room. In room 005, there is a normal external façade while in room 105 there is an internal window with two doors, which are not so airtight [9].

<table>
<thead>
<tr>
<th>Room</th>
<th>( C_{i,\text{ext}} ) ( \text{m}^3 \text{ h}^{-1} \text{ Pa}^{-1} )</th>
<th>( n )</th>
<th>( Q_{50} ) ( \text{m}^3 \text{ h}^{-1} )</th>
<th>( A_L ) ( \text{cm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>\text{[-]}</td>
<td></td>
<td>\text{[-]}</td>
<td></td>
</tr>
<tr>
<td>005</td>
<td>13.7 ± .3</td>
<td>.73 ± .005</td>
<td>238 ± 24</td>
<td>41 ± 1</td>
</tr>
<tr>
<td>105</td>
<td>31 ± 1</td>
<td>.66 ± .01</td>
<td>410 ± 40</td>
<td>83 ± 3</td>
</tr>
</tbody>
</table>

Table 1: Air tightness comparison in rooms 005 and 105.

Rooms 203 and 204 have the same industrial façade. This façade has an integrated ventilation system which can be open or closed.

So room 204 has been measured in the closed position while room 203 in the open one (table 2).

<table>
<thead>
<tr>
<th>Room</th>
<th>( C_{i,\text{ext}} ) ( \text{m}^3 \text{ h}^{-1} \text{ Pa}^{-1} )</th>
<th>( n )</th>
<th>( Q_{50} ) ( \text{m}^3 \text{ h}^{-1} )</th>
<th>( A_L ) ( \text{cm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>\text{[-]}</td>
<td></td>
<td>\text{[-]}</td>
<td></td>
</tr>
<tr>
<td>203</td>
<td>5.0 ± 0.3</td>
<td>.83 ± .02</td>
<td>128 ± 13</td>
<td>17 ± 1</td>
</tr>
<tr>
<td>204</td>
<td>1.6 ± 0.3</td>
<td>.92 ± 0.4</td>
<td>57 ± 6</td>
<td>6.2 ± 1</td>
</tr>
</tbody>
</table>

Table 2: Air tightness comparison in rooms 203 and 205.

Room 003 shows an exponent of \( n_{003,\text{Ext}} = 0.3 \). This can be explained as follows: the wall between room 003 and room 002 (cf fig. 4) is crossed through by a waste water duct surrounded by an important hole. This hole is so badly situated that it has been impossible to seal it. With such a big hole the pressure difference control between the guarded and the guarding zone is not accurate enough to get satisfactory results.
7.2 Room-to-staircase conductances

The leakage between one room and the staircase depends on the wall surface and door cracks. The wall are all masonry walls without renderings and their air tightness depends on the workmanship. The door air tightness depends mainly on cracks between elements and holes for electrical wires (The LESO - Building is an experimental building and counts numerous probes connected to a central data logger).

However, three rooms 004, 203, 204 which are in the same situation with the staircase present very similar results as it is shown in table 3.

<table>
<thead>
<tr>
<th>Room</th>
<th>$C_{i\text{-}int}$ [m$^3$ h$^{-1}$ Pa$^{-n}$]</th>
<th>$n$</th>
<th>$Q_{50}$ [m$^3$ h$^{-1}$]</th>
<th>$A_L$ [cm$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>[m$^3$ h$^{-1}$ Pa$^{-n}$]</td>
<td>[-]</td>
<td>[m$^3$ h$^{-1}$]</td>
<td>[cm$^2$]</td>
</tr>
<tr>
<td>004</td>
<td>18.2 ± 1</td>
<td>.64 ± .03</td>
<td>223 ± 22</td>
<td>48 ± 3</td>
</tr>
<tr>
<td>203</td>
<td>20.7 ± .8</td>
<td>.68 ± .02</td>
<td>296 ± 30</td>
<td>57 ± 2</td>
</tr>
<tr>
<td>204</td>
<td>19.3 ± .5</td>
<td>.68 ± .01</td>
<td>276 ± 28</td>
<td>53.3 ± 1.4</td>
</tr>
</tbody>
</table>

Table 3: Room-to-staircase airtightness comparison.

7.3 Room-to-room conductances

Those conductances depends mainly on the wall composition. For example, the wall between rooms 203 - 204 on the third floor is a thin plaster board wall with a door and wall 202 - 203 or wall 204 - 205 are masonry walls without renderings.

7.4 Exponents

Figure 9 shows the exponents for each measured wall. The case of the wall 003-Ext has been commented in chapter 7.1. The other values are distributed around the mean value of 0.70 with a standard deviation of 0.10 (fig. 12).

There is a relation between the C-values and the exponents $n$ which is apparent when comparing the values for the walls 202-Ext to 205-Ext. The walls 005-Ext, 105-Ext, 205-Ext with the largest C-values have the smallest exponents. This is not a rule however. The exponent depends on the flow characteristics (Laminar flow : $n \rightarrow 1$, turbulent flow : $n \rightarrow .5$) and there for on the cracks dimension.
7.5 Air tightness distribution

Figure 7 shows how the leakage is distributed for each room. The bars represent the ratio of a given flow at 50 [Pa] (Q_{ext}, Q_I, Q_{L1}, Q_{L2}) and the total flow of the room (Q_T = Q_{ext} + Q_I + Q_{L1} + Q_{L2}).

For each room, except the rooms 005, 105 and 205, the wall with the largest leakage is the north wall connected to the staircase. This is mainly due to leakage through the doors. Rooms 005, 105 and 205 have very untight façades as well as much larger surfaces of the external walls than of the wall in contact with the staircase.

Figure 11 shows the total leakage areas for every room, except for room 003 where the external wall leakage area cannot be calculated since the measured exponent of this wall is inferior to .5 (see chapter 7.1).

7.6 LESO - Building air tightness

The pressurization of the whole LESO - Building shows a relation between C-value and the exponent n. 13 measurements was obtained for different situations and they are shown in fig. 13.a and 13.b.

The stability of Q_{50} is evident when looking at fig. 13.c since the C-value change with a ratio of 1 to 2 from the minimum to the maximum value.

The dispersion of results have many possible causes, like the mixed influence between the permeability and wind direction, the position of probes, the fact that peoples live in the building and change its state, etc. But this shows overall that the monozone pressurization of a large volume is not a precise measurement to estimate the leakage at low pressure. The air leakage at 50 [Pa], Q_{50}, and the corresponding air renewal N_{L,50} are anyhow interesting values because of their stability.

8. CONCLUSION

The results given here show the Mage usefulness. It would have been tedious and even impossible to measure elements permeability of such a complicated structure by sealing walls or with advanced single fan pressurization [10].

Mage results are high quality results when the leakage between the measured and the guarding zones is not too large. They have confidence intervals around 10 % while usual results have confidence around 25 % [1]. They will serve as input data in order to validate air flow simulation programs.

Mage results quality could be increased by using one or two more manometers, in order to have a better control on the outside pressure of the corner rooms. Better flow meter with a very large range (15 [m^3 h^{-1}] to 1500 [m^3 h^{-1}]) would allow to pressurize every rooms up to 80 [Pa] and to use an experimental planning of better quality.
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AIR LEAKAGE BETWEEN APARTMENTS

PER LEVIN
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S-100 44 Stockholm, Sweden
1. SYNOPSIS

Air leakage through the building envelope is of great importance for the energy use of a building. However, from an indoor air quality standpoint, the size of interior leaks in e.g. multifamily buildings could be important as e.g. a source of pollution.

Using the standardised Fan Pressurization test method, it is not possible to separate interior leaks from leaks in the building envelope. One way to separate these leaks is to simultaneously depressurise (or pressurise) adjacent apartments to the same pressure and thereby eliminating interior leakage. The difference from the standardised measurement then represents the interior leakage. By adding one adjacent apartment at a time, leakage curves for the different building components could be established.

Results from measurements in three apartments show interior leaks to be between 12 and 36 % of total leakage at 50 Pa. Because the apartments are airtight to begin with, 0.45 to 0.90 airchanges per hour at 50 Pa, the interior leakages in absolute numbers are very small and sensitive to inaccuracies in the measurements. Only a few component leakages showed a meaningful curvefit. Vertical leaks were found to be bigger than horizontal, probably owing to more penetrations in floor structures for building services.

Pressure differences between apartments in a range of 5-15 Pa have been measured as an effect of operating the mechanical kitchen ventilation. At a 10 Pa pressure difference, air flow between apartments of 4-15 m³/h could be seen from the measured leakage curves. If these comparatively small air flows during limited periods of time cause any problems with odours, pollutants etc. should depend on the conditions in the adjacent apartments.

Glazed courtyards are at the moment a popular feature in new and remodeled Scandinavian buildings. Very little data is available on airtightness and air infiltration regarding these courtyards. For design calculations only rough estimates are used. Air leakage of the glazed courtyard in the Suncourt building was found to be greater than expected; 4.2 airchanges per hour at 50 Pa or about 15 m³/hm² leaking surface area. The average design air infiltration rate during operating conditions of 0.2 airchanges per hour might therefore be exceeded.
2. BACKGROUND

For energy use reasons, air leaks to the outside are important. Interior leaks do not normally affect the energy use but could be important from an indoor air quality standpoint.

New Swedish houses are generally made with comparatively low air infiltration levels and continuously operating mechanical ventilation. The level of airtightness in building envelopes is governed by requirements in the Swedish Building Code and controlled by the Fan Pressurization Test method.

For multifamily buildings of three storeys or more, the present requirement (SBN 80°) on total air leakage is 1.0 airchanges per hour at a 50 Pa pressure difference. This value concerns only leaks to the outside and the average of depressurization and pressurization. Interior leaks e.g. between apartments are not governed by this code. Also, when performing a standardised Fan Pressurization test according to the Swedish Standard, no correction for interior leaks is made. The only conclusion that could be drawn from a measurement is if the result is fulfilling the requirements in the code. If the result is too high, it could not be stated whether a significant part of the leaks are to the inside. As Fan Pressurization tests are performed in practice, interior leaks are included in the result and the apartments are made to fulfil the requirement including interior leaks.

In the new edition of the Swedish Building Code, which hopefully will be released before the end of this year, the airtightness requirements will be given in the form of air leakage at 50 Pa per m² of envelope area. The envelope area is defined as area exposed to outside air. Thus the area of a crawlspace floor structure should be included but not the area of a slab on grade. The allowed leakage at 50 Pa will probably be 3 m³/hm² for dwellings and 6 m³/hm² for other buildings. This will be a more stringent requirement than in the previous code for most new dwellings.

There exist very limited data on interior leakage, which is a drawback when developing multicell infiltration models which attempts to calculate the airflow between rooms or apartments. This paper shows the results of an effort to measure interior leaks in new Swedish apartment buildings. Measurements of interior leaks have been performed in the Suncourt and Bodbetjanten buildings, which are included in the Stockholm Project. The Suncourt building is also the

3. AIR LEAKAGE MEASUREMENT TECHNIQUE

The standardised airtightness measurements in Sweden with the Fan Pressurization method gives the total leakage of the measurement enclosure. There is no standard how to consider leaks between e.g. apartments. In order to separate interior leaks from exterior, additional measurements must be performed.

The method chosen for this study, was the multiple fan pressurization technique. Starting with a corner apartment, a standardised pressurization test was performed giving a value on total leakage. Measurements were made at 10 to 50 Pa in steps of 10 Pa and a curve fit to the power law equation, \( q = C \cdot d^p \), was made. To eliminate the interior leakage through party walls and floors, the test was repeated together with one or more adjacent apartments. An extra manometer was used for each tested adjacent apartment to control that no pressure difference and thereby no air flow occurred between the apartments. Up to three apartments were tested at the same time. In this study, only depressurization was used. The resulting flow curves between the apartments could be calculated as differences between the results of different measurement configurations.

With the presently used manual controls, the zero pressure difference between apartments could be maintained with a \( \pm 1 \) Pa accuracy. The equipment used was calibrated to an accuracy of 5\% in airflow measurements.

4. BRIEF HOUSE DESCRIPTION AND RESULTS

4.1 Suncourt building

The Suncourt building contains 71 apartments, of which 50 have entrances through a glazed courtyard, see Figure 1. Floors and party walls are of casted concrete and the exterior curtain walls are prefabricated elements with a wood frame and polyurethane foam insulation. The apartments have forced air heating system and mechanical supply and exhaust ventilation.

The apartments in the Suncourt building are very airtight, between 0.45 to 0.90 airchanges per hour at
50 Pa have been measured, which is well below the requirements in SBN 80. All the pressure test results are shown in Table 1, as well as the curve fit coefficients for the equation $q = C \cdot dp^a$. The apartments measured simultaneously are located at the outer courtyard as shown in Figure 1.

The day of the multiple door measurements was cloudy with an outdoor temperature of 13.5 °C and an average wind speed of 1.7 m/s. No temperature corrections were made on the measured airflows.

<table>
<thead>
<tr>
<th>320</th>
<th>321</th>
</tr>
</thead>
<tbody>
<tr>
<td>220</td>
<td>221</td>
</tr>
<tr>
<td>121</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. The Suncourt building with apartment location at the free end towards the outer courtyard.
Table 1. Depressurization test results from the Suncourt building. P after apartment No means pressurization results.

<table>
<thead>
<tr>
<th>Principal+ supporting area ( V_3 ) ( m^3 )</th>
<th>Apt No</th>
<th>( n_{50} )</th>
<th>( n_{\text{airch/h}} )</th>
<th>Curve fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>321</td>
<td>94</td>
<td>225</td>
<td>0.69</td>
<td>10.36</td>
</tr>
<tr>
<td>321p</td>
<td></td>
<td></td>
<td>0.68</td>
<td>7.88</td>
</tr>
<tr>
<td>321+320</td>
<td></td>
<td></td>
<td>0.68</td>
<td>9.19</td>
</tr>
<tr>
<td>321+320+221</td>
<td></td>
<td></td>
<td>0.61</td>
<td>10.50</td>
</tr>
<tr>
<td>320</td>
<td>73</td>
<td>175</td>
<td>0.51</td>
<td>1.92</td>
</tr>
<tr>
<td>320+321</td>
<td></td>
<td></td>
<td>0.53</td>
<td>2.98</td>
</tr>
<tr>
<td>320+321+221</td>
<td></td>
<td></td>
<td>0.49</td>
<td>2.26</td>
</tr>
<tr>
<td>221</td>
<td>94</td>
<td>225</td>
<td>0.45</td>
<td>1.81</td>
</tr>
<tr>
<td>221+321+320</td>
<td></td>
<td></td>
<td>0.38</td>
<td>2.53</td>
</tr>
<tr>
<td>221+220</td>
<td></td>
<td></td>
<td>0.37</td>
<td>2.79</td>
</tr>
<tr>
<td>221+220+121</td>
<td></td>
<td></td>
<td>0.36</td>
<td>1.78</td>
</tr>
<tr>
<td>220</td>
<td>73</td>
<td>175</td>
<td>0.50</td>
<td>4.66</td>
</tr>
<tr>
<td>220+221</td>
<td></td>
<td></td>
<td>0.50</td>
<td>3.89</td>
</tr>
<tr>
<td>220+221+121</td>
<td></td>
<td></td>
<td>0.49</td>
<td>3.23</td>
</tr>
<tr>
<td>121</td>
<td>94</td>
<td>225</td>
<td>0.57</td>
<td>3.99</td>
</tr>
<tr>
<td>121+221+220</td>
<td></td>
<td></td>
<td>0.55</td>
<td>4.89</td>
</tr>
<tr>
<td>105</td>
<td>73</td>
<td>175</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>105p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>207</td>
<td>96</td>
<td>230</td>
<td>0.52</td>
<td></td>
</tr>
<tr>
<td>207p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>309</td>
<td>61</td>
<td>145</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>309p</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Glazed courtyard: 560 8750 4.2 1148 0.884 0.985

Figure 2 further illustrates depressurization results from the upper corner apartment (No 321). The total leakage was measured to 0.69 airchanges at 50 Pa. The curves show the same apartment tested at three different configurations, where the top line is the total leakage. The difference between the top and second lines is the interior leakage to the apartment on the side. The difference between the second and third lines is the vertical leakage to the neighbour below. The interior leaks are, in this apartment, small compared to the leaks to the outside, about 13% at 50 Pa. The major internal leaks are in the floors.
This is not surprising, because the major part of the penetrations for building services are in the floor structures. The leaks to the side falls within the measurement scatter.

For the apartment below (No 221), the interior leaks was 36% of the total at 50 Pa. A higher proportion of internal leaks is expected for this apartment because of its higher proportion of internal surface area. In this case, the sum of two measurements had to be used to obtain the total interior leakage.

The component leakage through the floor structure between apartments 321 and 221, showed good agreement from both directions, 0.19 and 0.17 m³/hm², respectively. For the side walls to apartments 320 and 220, respectively, the agreement was not good at all.

---

**Fig. 2.** Measured leakage curves for an upper corner apartment in the Suncourt building (No 321). Curve No 1 is measured total leakage of the apartment. Curve 2 shows simultaneous depressurization of the apartment to the side and curve 3 when the apartments to the side and below are simultaneously depressurized.
In order to measure the leakage of the glazed courtyard, two equipments were used in parallel. The result at 50 Pa is extrapolated from 22 Pa, which was the highest pressure reached. The leakage was higher than expected, about 4.2 air changes/h at 50 Pa. If the 50 Pa leakage is divided by surface area, the result is about 15 m$^3$/hm$^2$, which is very high compared to the new building code. The wind speed was between 2-5 m/s, outdoor temperature 15 °C and courtyard temperature 23 °C at the day of the measurements.

4.2 Bodbetjanten building

The Bodbetjanten building is made with a different concept. The apartments have mechanical exhaust ventilation and a hydronic heating system. The party walls and floors are made of prefabricated concrete elements. The exterior walls are also made by prefabricated concrete elements with outside mineral wool insulation and a brick facade.

The depressurization test results for a bottom corner apartment are shown in Table 2, as well as curve fit coefficients for the equation $q=C*dp^n$. The interior leaks were measured to about 16% of the total airflow at 50 Pa. Also in this house, vertical leaks seem to be bigger than the horizontal leaks.

The weather was sunny with an outdoor temperature of about 20 °C and almost no wind.

Table 2. Depressurization test results from the bottom corner apartment in the Bodbetjanten building (Floor area 83 m$^2$, Volume 199 m$^3$)

<table>
<thead>
<tr>
<th>Principal+ supporting apartments</th>
<th>$n_{50}$ airch/h</th>
<th>Curve fit</th>
<th>n</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bottom corner</td>
<td>0.90</td>
<td>6.41</td>
<td>.85</td>
<td>.9979</td>
</tr>
<tr>
<td>+side apt</td>
<td>0.87</td>
<td>5.75</td>
<td>.87</td>
<td>.9985</td>
</tr>
<tr>
<td>+side and above apts</td>
<td>0.79</td>
<td>2.58</td>
<td>1.05</td>
<td>.9952</td>
</tr>
</tbody>
</table>
5. DISCUSSION

Interior leaks between apartments has been found to be between 12 and 36% of the total leakage for three apartments in Suncourt and Bodbetjanten buildings. The used techniques for building construction and building services systems are common in new Swedish multifamily buildings.

Absolute numbers on component leakage was found in the order of 0.02-1.6 m³/hm² at 50 Pa. These numbers are small compared to the building code value for external walls.

The measurements in the apartments have, with a few exceptions, given reasonable results and curve fits. However, when using differences in the measurements trying to obtain leakage curves, most results show meaningless correlations. The interior leaks in this buildings are comparatively small and thus sensitive to measurement errors. These measurements were performed in occupied apartments, which limited the apartment configuration and the access time to one day.

This type of multiple fan pressurization equipment measurements are not easy to perform in practice. The zero pressure difference between apartments is often difficult and time consuming to obtain. The interior leaks could be small compared to the flow to the outside and sensitive to small pressure differences and changes in windspeed and wind direction. One other potential error in the measurements could be caused by that a pressure drop develops from adjacent apartments to the outside when measuring the total leakage and thereby underestimating the interior leakage.

Future work with interior leakage should include repeated measurements at different outdoor conditions with different strategies in order to find the optimal method and a reliable error analysis.

The pressure difference between inside and outside during operating conditions in new Swedish apartment buildings depends on the type and adjustment of the mechanical ventilation system, envelope airtightness and outdoor conditions. For a so called "balanced" system with mechanical exhaust and supply ventilation (ES), the pressure difference is small. Buildings with exhaust ventilation system (E) normally operates with a greater negative pressure inside. Internal overpressure should be avoided in cold climates to prevent condensation damages in the building structure. Therefore, the ES ventilation systems are
normally designed with the exhaust fan flows 10-30% bigger than the supply fan air flows.

Measured pressure differences on a calm day with about 22 °C temperature difference between in- and outdoors in a sample of apartments in the Suncourt building (ES system) varied between internal overpressure of about 2 Pa to internal underpressure of 5 Pa. However, if the kitchen exhaust flow was set to full speed, it resulted in a depressurization of the apartments ranging between 4-15 Pa. For the Bodbejanten building apartment (E system), the normal operating negative pressure was about 15-20 Pa. With the kitchen ventilation on full speed, the pressure difference was 30-35 Pa.

A pressure difference between apartments of about 5-15 Pa could be caused by turning the kitchen ventilation on full speed in one apartment, when adjacent apartments operates in normal conditions. A 10 Pa pressure difference between apartments corresponds to an internal air flow in the range of 4-15 m³/h, according to the leakage curves.

An airflow of 15 m³/h is about the same size as the total supply air to many bedrooms. Interior leakage could possibly explain some odour problems experienced in new apartment buildings. If an apartment is next to a garage, pollutants of a more severe kind might enter the apartment. On the other hand, the airchange rate is higher and the time periods comparatively short when the kitchen fan operates in full speed.

6. CONCLUSIONS

Results from measurements in three apartments show interior leaks to be between 12 and 36 % of total leakage at 50 Pa. Because the apartments are airtight to begin with, 0.45 to 0.90 airchanges per hour at 50 Pa, the interior leakages in absolute numbers are very small and sensitive to inaccuracies in the measurements. Only a few component leakages showed a meaningful curvefit. Vertical air leakage was found to be bigger than horizontal, probably owing to the penetrations in floor structures for building services.

Pressure differences between apartments in a range of 5-20 Pa have been measured as an effect of operating the mechanical kitchen ventilation. At a 10 Pa pressure difference, airflow between apartments of 4-15 m³/h could be seen from the measured leakage.
curves. If these comparatively small air flows during limited periods of time cause any problems with odours, pollutants etc. should depend on the conditions in the adjacent apartments.

Air leakage of the glazed courtyard in the Suncourt building was found to be greater than expected, 4.2 airchanges per hour at 50 Pa or about 15 m³/hm². The design average air infiltration rate during operating conditions of 0.2 airchanges per hour might therefore be exceeded.
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Discussion

Paper 14

P. Hartmann (EMPA Duebendorf, Switzerland) You talk about the changes in the Swedish building code from n50 values to leakage values per m2 of shell area: (a) What are the reasons? (b) Are there any new requirements for local leakage values and/or inter-apartment leakage?

P. Levin (Royal Institute of Technology, Stockholm, Sweden) (a) The reason is to make the airtightness requirement the same for exposed building envelopes. The n50 value gives different requirements depending on location, foundation type and shape, so that apartments and single family houses would have different requirements. (b) No, and no methods have yet been proposed, although some handbooks are under preparation which may clarify this issue.

W. De Gids (TNO Division of Technology for Society, Holland) How is the building envelope area defined in the new Swedish building regulations? For example in the case of atria. Is the internal wall to the atrium part of the building envelope?

P. Levin (Royal Institute of Technology, Stockholm, Sweden) It will depend on whether the atrium is heated or not.

D. Harrje (Princeton University, USA) You have mentioned the odour problem, which is related to internal leakage. Can you prove a correlation between odour transfer and location (of sources of odours and occupants) in the building?

P. Levin (Royal Institute of Technology, Stockholm, Sweden) We may learn more on this matter when we evaluate further the occupant interviews.

P. Charlesworth (AIVC, Warwick Science Park, UK) All the apartments tested met the Swedish air leakage standard. Have any "leaky" apartments (which do not meet the code) been tested?

P. Levin (Royal Institute of Technology, Stockholm, Sweden) Not with this multiple-equipment technique.
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SYNOPSIS

Infiltration heat losses due to heating appliances located within the living space are normally evaluated by reducing the conversion efficiency of the boiler, with no consideration for the fluid dynamic interaction between boiler, chimney and building. Purpose of this work is to develop a simplified mathematical model of the overall (building + boiler + chimney) system, suitable to calculate the pressure distribution and air flow rate in the building induced by the simultaneous effect of natural forces and the exhaust system.

Inside pressure and air flows across the envelope, through the boiler, the draft diverter, and the stack are calculated by means of a steady-state model.

Results are presented as a parametric analysis which points out the dependence of air infiltration rates on factors such as envelope permeability and weather conditions, and the dependence of stack flow rate on weather parameters.

LIST OF SYMBOLS

\begin{align*}
A &= \text{area of envelope component (m}^2) \\
ACH &= \text{air changes per hour (h)}^{-1} \\
Ast &= \text{ratio between stoichiometric air and fuel mass flow rates} \\
c &= \text{flue gases speed in the stack (m/s)} \\
C &= \text{permeability coefficient (m}^3/(\text{h} \cdot \text{m}^2 \cdot \text{Pa}^n)) \\
Cp &= \text{wind pressure coefficient} \\
d &= \text{atmospheric boundary layer thickness (m)} \\
g &= \text{gravity acceleration, equal to 9.81 m/s}^2 \\
h &= \text{reference height} \\
hu &= \text{useful height of the stack (m)} \\
Hi &= \text{lower heating value of fuel (kJ/kg)} \\
k &= \text{internal air flow resistance} \\
m &= \text{mass flow rate (kg/s)} \\
n &= \text{infiltration flow exponent} \\
P &= \text{air pressure (Pa)} \\
Pi &= \text{boiler infiltration loss} \\
Q &= \text{volume air flow (m}^3/\text{s}) \\
R &= \text{excess air} \\
Sr &= \text{ratio between mass flow rate in the stack and in the flue} \\
T &= \text{absolute temperature (K)} \\
t &= \text{time (s)} \\
v &= \text{wind speed (m/s)} \\
V &= \text{building volume (mc)} \\
z &= \text{height (m)} \\
\beta &= \text{boundary layer exponent} \\
\beta* &= \text{equivalent flow friction coefficient in the stack} \\
\delta &= \text{specific mass of air (kg/mc)}
\end{align*}
1. INTRODUCTION

The study of air infiltration induced by heating appliances is one of the typical "second approximation" problems which have been recently investigated, following the great impulse of research in the building physics area during the last decade. It is, nonetheless, a problem which deserves some attention, due to the increasing number of individual heating systems being installed within the living spaces, and to the growing interest in the areas of ventilation and indoor air quality.

A thorough analysis of the problem requires a model capable of taking into account simultaneously the air infiltration induced by natural forces and the behaviour of the boiler plus exhaust system.

Calculation procedures and standards for the design of chimneys have been developed since a long time in several countries, e.g., by CSTB in France /1/ and by DIN in Germany /2/. Recent research work in the field focuses on experimental testing (see for example Anglesio et al. /3/), and on the dynamic behaviour of branched chimneys (Andreini et al., /4/).

The problem of evaluating the use of indoor air as combustion air in terms of boiler infiltration losses was first analysed by Chi and Kelly /5/, and Kelly et al. /6/.

The thermal performance of open fireplaces was investigated from the experimental and theoretical point of view by Modera and Sonderegger /7/. An experimental analysis of the interactions between a chimney and a building under the effect of external forces (wind, temperature difference) was presented by Shaw and Brown /8/. Further theoretical and experimental work was done by Shaw and Kim /9/.

This paper analyses the interaction between air infiltration and the boiler plus exhaust system using a simplified model, suitable for analysing the sensitivity
of the phenomenon to a number of parameters, such as wind speed, air temperature, building permeability, etc.

A large fraction of the individual boilers located indoors, except the so-called "balanced draft systems", make use of indoor air for combustion. Moreover, the use of draft diverters -- which causes an extra infiltration rate -- is becoming more and more common for their ability to decrease the flue gas dew point, and for safety reasons, because in case of reverse flow they prevent the extinction of the combustion flame by the flue gases.

In central systems draft regulators are used, which are able to decrease the chimney draft to the point where draft is balanced by flow resistances, thus allowing a better matching between boiler and chimney even when the stack is oversized. Moreover, as pointed out by Kunz /10/, such devices allow, in the off-period of the burner, the ventilation of the stack and therefore the evaporation of condensate.

2. MATHENETICAL MODEL

2.1 Air infiltration across the envelope

The model adopted is described in detail in a previous paper by Fracastoro and Pagani /11/, where it was used to derive a simplified procedure to calculate natural air infiltration in buildings.

The building envelope is subdivided into a number of elementary areas of variable height and width equal to the width of the façade and the pressure difference is calculated across each area. Then, assuming the air permeability of each elementary area is known, the air flow rate is calculated and summed up over the whole envelope. The condition that the incoming air flow rate is equal to the outgoing flow rate allows to determine the internal pressure.

The model does not take into account turbulence-induced ventilation, and the lower floor and upper ceiling are supposed to be perfectly airtight.

The external pressure on the façade is calculated by the following formula

$$\text{Pe}(x,y,z) = \text{Pe}(h) - 6e \cdot g \cdot (z-h) + C \cdot 6e \cdot v^2 / 2$$  \hspace{1cm} (1)

where the pressure coefficients $C$ are those indicated by Wise /12/, assumed constant over the entire façade. The wind velocity varies with height according to the law proposed by Shaw and Tamura, /13/:
The atmospheric boundary layer thickness and exponent are given in Tab. 1, as a function of the type of terrain surrounding the building. In this analysis the wind velocity is assumed to be known at the building site, 10 m above the ground.

**TAB. 1 - BOUNDARY LAYER THICKNESS AND EXPONENT**

<table>
<thead>
<tr>
<th>Surrounding terrain</th>
<th>(d) (m)</th>
<th>(\beta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>urban centre</td>
<td>520</td>
<td>0.400</td>
</tr>
<tr>
<td>suburbs or rough countryside</td>
<td>400</td>
<td>0.286</td>
</tr>
<tr>
<td>countryside</td>
<td>280</td>
<td>0.143</td>
</tr>
</tbody>
</table>

The internal pressure is considered to be a function only of the height above ground, and is given by:

\[
\Pi(z) = \Pi(h) - \delta_i \cdot g \cdot (z-h) - \Sigma (k \cdot \Delta P_x)
\]  

(3)

where the sum is extended to all floor partitions below the considered level \(z\), \(k\) is the so-called "internal air flow resistance" \(/11/\), and \(\Delta P_x\) is the maximum pressure drop across the floors, given by

\[
\Delta P_x = -g \cdot h_i \cdot (\delta e - \delta i)
\]  

(4)

The value of \(k\) varies between 0, for buildings having an element (as the stairs or lift well) providing good vertical continuity, and 1 for buildings made of superimposed, vertically tight floors.

Assuming a reference height equal to the unknown neutral level height \(h = z_{\pi n}\), the pressure difference between outdoor and indoor is given by:

\[
\Delta P(x,y,z) = P_e(x,y,z) - \Pi(z) = g \cdot (\delta_i - \delta e) \cdot (z - z_{\pi n}) + C_p \cdot \delta e \cdot v^2 / 2 + \Sigma k \cdot \Delta P_x
\]  

(5)

The incoming air flow rate is:

\[
Q_{in} = \int_{A^+} [\Delta P(x,y,z)]^n \cdot dA
\]  

(6')

where the integral is extended to the area \(A^+\) across which \(\Delta P\) is positive and
\[ Q_{\text{out}} = \int_{A_{-}} C(x,y,z) \cdot |A P(x,y,z)| n \cdot dA \quad (6^*) \]

extended to the area \( A_{-} \) across which \( A P \) is negative.

By imposing the continuity equation

\[ Q = Q_{\text{in}} = Q_{s} + Q_{\text{out}} \quad (7) \]

where \( Q_{s} \) is the volume air flow exfiltrating through the stack, calculated as shown in the next sections, the neutral level height \( z_{pn} \) is determined, together with the corresponding value of \( Q \), or \( \text{ACH} = 3600 \cdot Q/V \).

### 2.2 Boiler and exhaust system characteristics

A typical hot water individual heating system consists of a gas-fired boiler coupled to the exhaust system, including the flue, the draft diverter and the stack. The draft diverter connects the stack with the ambient in which the boiler is located. The flue and the stack are respectively the portions of the exhaust system upstream and downstream of the draft diverter. Hence, the chimney and the boiler are actually uncoupled from the fluid dynamics standpoint.

During the boiler on-period the flue gas mass flow rate in the boiler and flue may be considered constant, both for natural draft and forced draft boilers. The equation relating the flue gas mass flow rate \( m_{b} \) to the fuel mass flow rate \( m_{f} \), the stoichiometric air \( A_{st} \), and the excess air \( R \) is:

\[ m_{b} = m_{f} \cdot (1 + R \cdot A_{st}) \quad (8) \]

During the boiler off-period the air flow rate is no longer constant, being determined by the mechanical equilibrium between the available pressure drop across the stack and the friction pressure loss. The available pressure drop depends in turn on the temperature of the air in the stack, which varies with time. In order to determine the air flow during the off-period, the temperature transient in the chimney plus boiler system should therefore be analysed; such aspect is not yet implemented in the model presented in this paper.

When a draft diverter is adopted, if the gas flow rate corresponding to the gas temperature in the stack is higher than the flow rate in the boiler, an extra flow of air (at ambient temperature) is drawn into the stack through the draft diverter. The dilution of the flue gases with ambient air lowers the average gas temperature in the stack, therefore reducing the stack draft until a different equilibrium condition is
reached. The ratio of the mass flow rate in the stack to the mass flow rate in the flue is defined as:

\[ Sr = \frac{m_s}{m_b} \]  

Hence, the volumetric flow rate exfiltrating through the stack is:

\[ Q_s = Sr \cdot mb/\delta i \]  

The value of \( Sr \) depends on the construction features of the boiler and chimney and on the flue gas temperature. \( Sr \) is also influenced by the actual internal pressure value, which in turn depends on the external pressure field described by Eq. (1).

Typical values of \( Sr \) for individual gas boilers commonly adopted in Italy range between 2 and 2.5.

In order to compare different boilers it may be useful to express the infiltration heat loss induced by the boiler in terms of boiler losses, i.e., as a fraction of the available heat of combustion. The "boiler infiltration loss" is given by the following expression:

\[
Pi = \frac{\int_{t=0}^{t} ms \cdot cp \cdot (T_i - T_e) \cdot dt}{\int_{t=0}^{t} ms \cdot H_i \cdot dt}
\]  

where the two integrals are extended over time \( t \), comprehensive of an integer number of on-off cycles.

2.3 Pressure and temperature distribution

In this section the calculation of pressures, temperatures and gas flow rates in the boiler, flue, draft diverter and stack is presented.

Basically two different situations may occur with respect to the pressure distribution, i.e.:

i) the natural draft boiler in which the slight under-pressure of the combustion chamber (with respect to ambient) determines the flow of combustion air;

ii) the forced draft boiler, in which the burner is equipped with a fan controlling the combustion air flow.

The outdoor pressure \( Pe(zb) \) at the boiler level \( z = zb \) in the undisturbed zone is assumed as the reference value in the pressure calculation. It is also assumed
that the flue gas pressure at the chimney outlet (elevation \( z = z_b + h_u \)) equals the outdoor air pressure at the same elevation \( P_e(z_b + h_u) \). This fact implies that the discharge gas pressure is not influenced by the local wind speed. Two alternative paths may be followed to determine the pressure drop

\[
\Delta P_e = P_e(z_b) - P_e(z_b + h_u)
\]

Following the external path, this is equal to the hydrostatic drop

\[
\Delta P_e = \Delta P_{hyd,e} = \delta e \cdot g \cdot h_u
\]  

(12)

Alternatively, \( \Delta P_e \) may be calculated along the path "outside-inside-stack base-stack outlet".

The difference between the reference pressure and indoor pressure \( P_i(z_b) \) at the boiler level is indicated as:

\[
\Delta P_a = P_e(z_b) - P_i(z_b)
\]  

(13)

The difference between the indoor pressure \( P_i(z_b) \) and the pressure at the base of the stack \( P_f(z_b) \) depends on the characteristics of the boiler: for a forced draft boiler \( \Delta P_b \) can be assumed equal to zero, as the pressure losses in the boiler are balanced by the pressure head of the burner's blower, while for a natural draft boiler \( \Delta P_b \) assumes a positive value.

The flue gas pressure difference \( \Delta P_f \) between the stack base and outlet is given by the sum of two terms, i.e.:

i) the "hydrostatic" pressure difference

\[
\Delta P_{hyd,s} = \delta_s \cdot g \cdot h_u
\]  

(15)

ii) the friction losses

\[
\Delta P_w = \beta^* \cdot \delta_s \cdot c^2 / 2
\]  

(16)

where the \( \beta^* \) coefficient includes the effect of both distributed and concentrated flow resistances, as well as the effect of the kinetic term.

Therefore:

\[
\Delta P_f = P_f(z_b) - P_f(z_b + h_u) = \delta_s \cdot (g \cdot h_u + \beta^* \cdot c^2 / 2)
\]  

(17)

The following equation may be written by equalizing the two pressure drops

\[
\Delta P_{hyd,e} = \Delta P_a + \Delta P_b + \Delta P_w + \Delta P_{hyd,s}
\]  

(18)
In the latter equation, the known terms are \( \Delta \text{Phyd,e} \) and, in the case of forced draft boilers, the term \( \Delta \text{Pb} \), which can be taken equal to zero. The unknown terms are \( \Delta \text{Pa} \), \( \Delta \text{Pw} \) and \( \Delta \text{Phyd,s} \); the two latter terms are a function of the gas speed \( c \) and density \( \delta_s \), given that the chimney constructive and geometric characteristics are assigned; the gas density \( \delta_s \) is in turn a function of temperature \( T_s \).

Applying the continuity and the energy equations to the draft diverter, and assuming that air and flue gases have equal specific heat, it is found that:

\[
\text{mb} \cdot T_b + (\text{ms} - \text{mb}) \cdot T_i = \text{ms} \cdot T_s
\]

(19)

As a first approximation, if the thermal losses of the flue gas are neglected, the temperature \( T_s \) also represents the average value in the stack.

2.4 Overall analysis

The overall solution of the problem is obtained with the following procedure:

i. As an initial guess it is assumed \( T_s = T_b \)

ii. The neutral plane elevation is initially taken at the mid height of the building; this is equivalent to imposing an initial value of \( \Delta \text{Pa} \).

iii. The gas speed \( c \) is calculated from equation (18) and the mass flow rate \( \text{ms} \) is determined from the continuity equation.

iv. The new value of temperature \( T_s \) is calculated from equation (19) and the process is repeated from point iii. onwards until convergence is attained.

v. A check is made on the building air flows, until the continuity equation (7) is satisfied. Otherwise, the position of the neutral plane is modified, i.e. the elevation is moved upwards if \( \text{Qin} < (\text{Qout} + \text{Qs}) \) and viceversa, and the calculation is repeated from point ii. until convergence.

Results may be presented in terms of the ratio between the number of air changes with and without chimney:

\[
\frac{\text{ACH(w chimney)}}{\text{ACH(w/o chimney)}}
\]

Alternatively, if emphasis is placed on boiler performance, the boiler infiltration loss \( \text{Pi} \) may be calculated from the infiltration rate. The relationship between \( \text{Pi} \) and the number of air changes (ACH) is given by:
3. **CALCULATION HYPOTHESES AND APPLICATION EXAMPLE**

In this preliminary phase of the work, a parametric investigation has been performed in order to analyse the sensitivity of the results with respect to some of the most significant parameters (air permeability and weather parameters).

As a first example, a two-storey detached house having a square 12 m x 12 m plan, with a forced draft gas boiler on the ground floor was considered. A constant value of the stack cross section, determined according to standard DIN 4705, was assumed. The characteristic data of the building, boiler and exhaust system are summarized in Table 2. Permeability was supposed to be uniform over the entire envelope.

The pressure difference across the building envelope is plotted in Fig. 1 (A = windward façade, C = leeward façade, B = side façades) with (y) and without (n) exhaust system in the living space; wind direction is assumed perpendicular to façades A and C. The exhaust system produces a decrease of the internal pressure, corresponding to an increase of \( \Delta P \) across all façades.

Two types of analyses have been performed: the first investigating the influence of the exhaust system on the air infiltration rate of the building; the second analysing the influence of weather parameters on the exhaust system operation.

Results of the former analysis are expressed in terms of the ratio of air changes in the building with chimney to air changes in the same building without chimney, as a function of wind speed and outdoor temperature (see Fig. 2), and wind speed and average envelope permeability (see Fig. 3). As it could be expected, the ratio decreases with increasing wind velocity and temperature difference, and becomes practically independent of outdoor temperature for wind speeds exceeding 4 m/s. Also, the ratio shows a strong dependence on the building permeability, even at high wind speeds.

Results of the latter analysis are shown in Fig. 4, where the variation of factor \( S_r \) is reported as a function of wind speed and temperature difference. \( S_r \) decreases with increasing wind speed due to wind depressurization of the building; \( S_r \) decreases also with decreasing outdoor-indoor temperature differences, due to the reduction of stack draft.
### TAB. 2 - CHARACTERISTIC DATA OF BUILDING, BOILER AND CHIMNEY

<table>
<thead>
<tr>
<th>Characteristic&gt;Data</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor temperature</td>
<td>20 °C</td>
</tr>
<tr>
<td>Boiler heating power</td>
<td>23,490 W</td>
</tr>
<tr>
<td>Internal air flow resistance</td>
<td>0</td>
</tr>
<tr>
<td>Flow exponent across building envelope</td>
<td>0.65</td>
</tr>
<tr>
<td>Fuel type</td>
<td>Gas</td>
</tr>
<tr>
<td>CO₂ percent in flue gases</td>
<td>10 %</td>
</tr>
<tr>
<td>Chimney loss</td>
<td>12 %</td>
</tr>
<tr>
<td>Boiler efficiency</td>
<td>80 %</td>
</tr>
<tr>
<td>Internal diameter of the stack</td>
<td>0.12 m</td>
</tr>
<tr>
<td>Stack height</td>
<td>5.8 m</td>
</tr>
<tr>
<td>β* coefficient downstream the draft diverter</td>
<td>2.5</td>
</tr>
</tbody>
</table>

4. **CONCLUSIONS**

The preliminary results of the model agree with a qualitative physical understanding of the phenomena. Obviously, an experimental validation is needed to assess the accuracy of the model.

At the present state the model capability is constrained by a number of simplifying assumptions, the most important of which are:

i. the internal pressure is only dependent on the height above the ground

ii. turbulence induced ventilation is not taken into account

iii. thermal dynamic behaviour of the chimney is not considered, and therefore the boiler is considered to be operating under steady-state conditions

iv. temperature of the flue gases is assumed constant in the stack

However, these limitations should not affect the order of magnitude of the results and the correlation trends with the parameters. For example, the results show that the influence of the exhaust system on the ventilation rate (Figures 2 and 3) is by far more marked than the influence of the weather parameters on the exhaust system operation (Fig. 4).

Research work in this area seems promising, due to the rising interest in indoor air quality, and to the rapidly developing use of individual boiler systems located within the living space and equipped with draft diverters.

Future developments of this research will address the transient behaviour of the system in on-off cycle boiler operation and a more detailed description of the horizontal air flows inside the building.
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Fig. 1 - Pressure difference across the building façades (A = windward, C = leeward, B = side), for $T_e = -10^\circ C$, $v = 6 \text{ m/s}$

(y) = with chimney

(n) = without chimney
Fig. 2 - Ratio of airchanges with and without chimney as a function of $v$ and $T_e$, for an average permeability $C = 0.5 \text{ mc/h\cdot m}^2\cdot\text{Pa}^n$. 

279
Fig. 3 - Ratio of airchanges with and without as a function of $v$ and $C$, for $T_e = 5^\circ C$.
Fig. 4 - Ratio of stack mass flow to flue mass flow $Sr$, as a function of $v$ and $Te$, $C = 0.5 \text{ m}^3/\text{h} \cdot \text{m}^2 \cdot \text{Pa}$. 

$Sr$ as a function of $v$ and $Te$

$C = 0.5 \text{ m}^3/\text{h} \cdot \text{m}^2 \cdot \text{Pa}$. 
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Discussion

Paper 15

O. Nielsen (Ministry of Housing and Building, Denmark) (a) Have any Italian workers investigated the indoor climate problems associated with combustion gases back-flowing through the draft diverter? (b) I presume draft diverters are only used on boilers with atmospheric burners.

M. Masoero (Politecnico di Torino, Italy) (a) The problem has been investigated only recently. To solve it, Italgas (the largest gas distribution company in Italy) is developing a device which interrupts gas flow to the burner under the dictates of a temperature sensor at the diverter. (b) Draft diverters are compulsory on individual gas boilers with atmospheric burners, but are also used on forced air burners with the fan downstream of the draft diverter.

W. De Gids (TNO Division of Technology for Society, Holland) A problem associated with flow diverters is that immediately after the burner ignites there is an emission of NOx into the space.

R. Walker (Building Research Station, Garston, UK) (a) Could you tell me what expression you used to relate indoor-outdoor pressure differences to air leakage? (b) You may find it useful to scale data by $1/(DT)^{1/2}$ in order to remove the dependence on DT.

M. Masoero (Politecnico di Torino, Italy) (a) The usual expression $Q = CA \Delta p / n$ was used (see equations (6') and (6'') in the paper).

D. Harrje (Princeton University, USA) Besides the air infiltration implications of your work it is also important to consider the soil gas and radon which may be drawn from the basement crawlspace due to the negative pressure (set up by boiler operation). If a warm air system is used there are further considerations with regard to supply and exhaust balance, which would also affect the basement area pressure.
EFFECTIVE VENTILATION

9th AIVC Conference, Gent, Belgium
12-15 September, 1988
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INDOOR FORMALDEHYDE LEVELS IN ENERGY-EFFICIENT HOMES WITH MECHANICAL VENTILATION SYSTEMS
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SYNOPSIS

Mechanical ventilation systems have been adopted in airtight energy-efficient houses in Canada to provide fresh air, remove moisture and indoor pollutants and provide a comfortable environment for the home-occupants. Homes constructed under the R-2000 Home Program are equipped with mechanical ventilation with heat recovery. Since 1984, the performance of approximately 700 R-2000 Homes has been monitored on an annual basis. This monitoring has included the measurement of indoor levels of formaldehyde and the documentation of ventilation system operation. Levels of formaldehyde in the initial years of the program averaged 0.069 parts per million (ppm). Formaldehyde originates from urea formaldehyde resin which is used in the manufacture of many household furnishings and building products. After revisions to the R-2000 Home ventilation guidelines which then stipulated fresh air distribution in addition to a total fresh air supply capacity (0.5 ach), the average level of formaldehyde has decreased to 0.045 ppm in the most recent years. Since the decrease of formaldehyde levels with increased age of home was not observed, this decrease has been attributed to the revisions to the ventilation guidelines. Details of the ventilation guidelines, the type of ventilation systems used, and the air quality results are presented.

1.0 INTRODUCTION

Mechanical ventilation systems are required for homes built under the R-2000 Super Energy-Efficient Home Program in Canada. The intent of these mechanical ventilation systems is to provide fresh air, remove moisture and indoor pollutants and provide a comfortable environment for the home occupants. The R-2000 Home Program Design and Installation Guidelines for Ventilation Systems outline requirements for a continuous supply of ventilation air to dilute and control contaminants produced within the home and an additional capacity for periods of higher humidity or contaminant source strength. An overview of these guidelines has been previously presented.

In 1983 a monitoring program commenced that included air quality and ventilation testing of approximately 300 initial demonstration R-2000 Homes and a sample of conventionally built homes. This monitoring program has been conducted annually since 1983 during the Canadian heating season, mid-November through to mid-April. The program has also been expanded to an additional 400 R-2000 Homes.
built subsequent to the initial 1983-1984 period. The initial demonstration R-2000 Homes have been monitored each year in order to determine how they perform with time. The subsequent R-2000 homes have been monitored to determine whether homes constructed by new builders to the program perform the same as the initial demonstration homes. Conventional homes were monitored as controls for comparative purposes.

One of the objectives of the monitoring program is to obtain information on the ventilation and air quality characteristics of R-2000 Homes in order to determine whether they comply with the program criteria and recognized standards or guidelines, and how they compare with a sample of conventionally built homes. Included in this monitoring has been the measurement of the airflow rates of the installed ventilation systems, average airchange rates and indoor air quality.

2.0 VENTILATION SYSTEMS

The mechanical ventilation systems in these energy-efficient homes are balanced systems with heat recovery. These systems are operated continuously in order to provide ventilation to these airtight homes which must meet a criterion of 1.5 air changes per hour (ach) at a 50 Pa pressure differential. There are two basic ventilation systems; those in houses with forced air heating and those in houses without forced air heating such as baseboard heating.

In the forced air systems (Figure 1), the heat recovery ventilator (HRV) discharges fresh air to a return air register of the forced air system closest to the furnace. The furnace fan is run at low speed continuous to distribute fresh air throughout the house. Dedicated duct work is used to exhaust stale air from bathrooms, kitchen, laundry room, and utility rooms. The stale air exhaust duct discharges through the HRV to the outside.

For baseboard heated houses, the fresh air ductwork from the HRV supplies fresh air to bedrooms, living rooms, dining rooms, basement and rooms without exhausts. Similar to the forced air houses, dedicated duct work is used to exhaust stale air from bathrooms, kitchen, laundry room and utility rooms. Again, stale air discharges through the HRV to the outside.
3.0 FORMALDEHYDE MONITORING PROGRAM

Indoor air quality has been monitored for formaldehyde, radon, and nitrogen dioxide in approximately 700 R-2000 Homes plus approximately 70 conventional homes. The field monitoring activities were carried out by technicians from Energy, Mines and Resources Canada (EMR) regional offices in 10 provinces and two territories in Canada. Individuals from each office were trained in air quality testing for formaldehyde, radon, and nitrogen dioxide and in the measurement of airflows and ventilation rates in homes. A comprehensive monitoring manual was prepared for the field technicians on all aspects of the monitoring program, including administrative procedures, occupant liaison, questionnaire completion, air quality monitoring procedures, and ventilation system testing. Laboratory and field support was provided by regional engineering firms and several laboratories in Canada and the United States.

Formaldehyde was monitored in 1983-84 with passive diffusion badges and then in subsequent years with passive diffusion tubes. Chamber tests indicate that the diffusion tube monitor used from 1985 to 1988 normally will measure approximately 10% to 20% higher than the badge. Formaldehyde levels taken with the badge in 1983-84 have been increased by 15% based on the chamber tests to make them comparable to the results of subsequent years.

The monitors were installed in the homes by EMR regional office technicians and were removed and forwarded by the home owners after seven days to a laboratory for analysis. Formaldehyde levels were measured in a main floor living area such as a family room or living room and in the master bedroom. In all instances, sampling periods were for 7-days.

4.0 FORMALDEHYDE MONITORING RESULTS

Average levels of formaldehyde in both the R-2000 Homes and the conventional homes were below the guideline of 0.10 parts per million (ppm). The mean levels in the R-2000 Homes decreased from 0.069 ppm in 1983-84 to less than 0.05 ppm in 1986-87 and 1987-88. Results are presented in Table 1 and Figure 3. During the monitoring of the initial demonstration homes in the 1983-84 period, measurements were conducted with the mechanical ventilation system operating as installed. Based on other observations made at
the time of measurement, this meant that a large portion of the ventilation systems were not operating as required. In 1985, measures were taken to ensure that HRVs were balanced properly and were capable of delivering the required airflow capacity. In 1986, the corrective measures were completed. New revisions to the ventilation guidelines in 1986 also required a minimum continuous flow.

The mean formaldehyde levels in 1983-84 and 1984-85 were 0.069 ppm and 0.068 ppm, respectively. Standard deviations were 0.029 and 0.027 ppm in 1983-84 and 1984-85, indicating a wide range of levels. In 1984-85 values ranged from 0.015 to 0.14 ppm, with approximately 9% of the homes with values greater than the guideline of 0.10 ppm. The frequency histogram in Figure 3 illustrates this range of levels. In 1986-87 and 1987-88 the levels of formaldehyde decreased to 0.045 ppm. The standard deviations also decreased to 0.017 and 0.016 ppm in 1986-87 and 1987-88, respectively. The histograms in Figure 3 for 1986-87 and 1987-88 illustrate the change in the range of formaldehyde levels measured. Less than one percent of the homes measured in these later two years had levels greater than the 0.1 ppm guideline.

During the program 77 new conventional homes without ventilation systems were monitored for formaldehyde as controls, Table 1 and Figure 4. The majority of these measurements were made during the 1983-84 period. For all the conventional homes monitored from 1983-84 to 1986-87, the mean level was 0.069 ppm and the standard deviation was 0.033 ppm. Seventeen percent of these 77 homes had formaldehyde levels of greater than 0.1 ppm. These values are similar to the R-2000 levels in the initial years but greater than the present levels encountered in the R-2000 Homes.

As previously mentioned, the R-2000 Homes have two basic ventilation system designs. Analysis of the air quality data indicates that the measured formaldehyde levels did not differ from one system to the other. When the ventilation systems are operating properly, the levels measured, Table 2, are the same for the two systems. The first readings in the initial demonstration homes, 0.066 ppm for forced air and 0.070 ppm for baseboard, were taken prior to revisions to the ventilation guidelines and are typical of those measured in the 1983-84 and 1984-85 periods. Presently, formaldehyde levels in both the initial homes and the subsequent homes for both baseboard and forced systems are similar.
Initially, a new product containing urea formaldehyde resin will emit somewhat higher levels of formaldehyde gas. The emission rate will decrease to a lower level over time. Comparisons were made between older and newer R-2000 Homes to determine whether the lower indoor levels of the later years were a result of such a time-related decrease, or whether this decrease was related to more effective ventilation. Figure 5 presents histograms for formaldehyde conducted in 1986-87 in two groups of homes built a few years apart. Ninety homes were three to four years old and 66 homes were one to two years old. There is not a significant difference between the mean formaldehyde levels measured in those homes which were three to four years old, 0.044 ppm, and those which were one to two years old, 0.046 ppm. This trend differs from decreases found by others\textsuperscript{5,6}. It is believed that the low levels of formaldehyde measured in these homes are approaching the lower limit attainable in the new generation of energy-efficient housing. Levels of less than 0.02 ppm are rarely experienced\textsuperscript{7,8,9} in even older houses. At levels below 0.05 ppm the introduction of sources such as new furniture which contains urea formaldehyde resin materials can have a measurable impact on the indoor formaldehyde levels.

In order to further investigate which factors influence formaldehyde levels in these energy-efficient homes with mechanical ventilation systems a study was conducted on a smaller set of homes. Formaldehyde sources and factors such as tobacco smoking, building materials and furnishings containing urea-formaldehyde resin, indoor temperature and humidity and the adequacy of ventilation were studied in a sample of 35 R-2000 Homes. These 35 homes had formaldehyde levels ranging from 0.023 ppm to 0.088 ppm. It was determined that indoor temperatures greater than 21°C, indoor humidity greater than 50% RH, new furnishings and/or recent renovations, tobacco smoking, and HRVs that operate at less than 80% of the flow required by the R-2000 technical airflow requirements could, in combination, raise formaldehyde levels above a base level of 0.04 ppm. These findings are summarized in Table 3 and in the following.

For homes with mechanical ventilation systems which were properly installed, operated and maintained then:

(i) formaldehyde levels were less than 0.05 ppm when there no major sources and low to moderate indoor temperature and humidity, or when there is one major source or high indoor temperature and humidity; and
formaldehyde levels were greater than 0.05 ppm when there were two or more major sources and high indoor temperature and humidity.

For homes with mechanical ventilation systems which were improperly installed, operated and poorly maintained then:

(i) formaldehyde levels were less than 0.05 ppm when there were no major sources and low to moderate indoor temperature and humidity; and

(ii) formaldehyde levels were greater than 0.05 ppm when there were one or more major sources or high indoor temperature and humidity.

As previously mentioned, measurements were taken in a main floor living area and the master bedroom. The monitoring data was analyzed to determine if a variation existed between levels in the living area and the bedroom. On average, levels of formaldehyde were the same in the two areas monitored even when the ventilation systems were not operating as required. These similar levels may be because the formaldehyde sources are evenly distributed throughout the homes. Formaldehyde is also a gas and as such should mix well and disperse throughout the homes by diffusion and ventilation transfer. A summary of monitoring results are presented in Table 4. Data for livingrooms and bedrooms for the last readings in the initial demonstration R-2000 Homes are presented in Figure 8 to illustrate the relationship between the levels in the different rooms.

In addition to evaluating the formaldehyde levels in smokers and no-smokers homes in the set of 35 homes, national data was also analyzed. Nationally the levels for these two groups were the same. For 74 smokers homes the mean formaldehyde level was 0.047 ppm and for 214 non-smokers homes the mean level was 0.046 ppm.

5.0 CONCLUSIONS

The results of this monitoring program indicate that energy-efficient housing with mechanical ventilation systems have indoor formaldehyde levels comparable to, or lower than, conventional housing. The ventilation systems, if properly installed and operated should maintain formaldehyde levels well below 0.1 ppm in houses with low to moderate sources of formaldehyde. Pollutant source
strength, not ventilation, is the predominant parameter in determining indoor pollutant levels. If a home has new urea formaldehyde containing furnishings, high indoor temperature and humidity and an HRV not providing adequate airflow these factors may, in combination, result in formaldehyde levels approaching or exceeding guideline comfort levels.
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### TABLE 1

**INDOOR FORMALDEHYDE LEVELS (PPM)**

<table>
<thead>
<tr>
<th>Homes</th>
<th>Period</th>
<th>Number of Homes</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>R-2000 Homes</td>
<td>'83-84</td>
<td>248</td>
<td>0.069</td>
<td>0.029</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td>'84-85</td>
<td>110</td>
<td>0.068</td>
<td>0.027</td>
<td>0.064</td>
</tr>
<tr>
<td></td>
<td>'85-86*</td>
<td>70</td>
<td>0.050</td>
<td>0.020</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>'86-87</td>
<td>254</td>
<td>0.045</td>
<td>0.017</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>'87-88</td>
<td>345</td>
<td>0.045</td>
<td>0.016</td>
<td>0.043</td>
</tr>
<tr>
<td>Conventional Homes</td>
<td>'83-84</td>
<td>63</td>
<td>0.070</td>
<td>0.037</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>'84-85</td>
<td>16</td>
<td>0.079</td>
<td>0.037</td>
<td>0.067</td>
</tr>
<tr>
<td></td>
<td>'85-86*</td>
<td>4</td>
<td>0.071</td>
<td>0.024</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>'86-87</td>
<td>5</td>
<td>0.057</td>
<td>0.025</td>
<td>--</td>
</tr>
</tbody>
</table>

Note: * Monitoring of formaldehyde in 1985-86 was conducted only in the Province of Ontario.

### TABLE 2

**VENTILATION SYSTEM FORMALDEHYDE LEVELS (PPM)**

<table>
<thead>
<tr>
<th>R-2000 Homes</th>
<th>Ventilation/Heating Systems</th>
<th>Forced Air</th>
<th>Baseboard</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># of Homes</td>
<td>Mean</td>
<td>Standard Deviation</td>
</tr>
<tr>
<td>Initial Demo Homes</td>
<td>First Reading</td>
<td>52</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td>Last Reading</td>
<td>49</td>
<td>0.047</td>
</tr>
<tr>
<td>Subsequent Homes</td>
<td>First Reading</td>
<td>27</td>
<td>0.041</td>
</tr>
<tr>
<td></td>
<td>Last Reading*</td>
<td>6</td>
<td>--</td>
</tr>
</tbody>
</table>

Note: * Insufficient data to determine level for forced air systems, last reading for subsequent homes.
### TABLE 3
FACTORS INFLUENCING INDOOR FORMALDEHYDE LEVELS

<table>
<thead>
<tr>
<th>Factor</th>
<th>Distribution of Homes According to Formaldehyde Concentration</th>
<th>&lt;0.05 ppm</th>
<th>&gt;0.05 ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ventilation Systems</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Airflow &gt;80% of technical requirement</td>
<td>57%</td>
<td>44%</td>
<td></td>
</tr>
<tr>
<td>• Continuous system operation</td>
<td>100%</td>
<td>67%</td>
<td></td>
</tr>
<tr>
<td>• Airflow &gt;80% of technical requirement and continuous operation</td>
<td>57%</td>
<td>22%</td>
<td></td>
</tr>
<tr>
<td>• Maintenance performed</td>
<td>64%</td>
<td>0%</td>
<td></td>
</tr>
<tr>
<td><strong>Formaldehyde Sources</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Smokers</td>
<td>7%</td>
<td>46%</td>
<td></td>
</tr>
<tr>
<td>• Indoor temperature &gt;21°C</td>
<td>14%</td>
<td>69%</td>
<td></td>
</tr>
<tr>
<td>• Indoor humidity &gt;50%</td>
<td>21%</td>
<td>85%</td>
<td></td>
</tr>
<tr>
<td>• New furnishings and/or renovations</td>
<td>7%</td>
<td>31%</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 4
LIVINGROOM AND BEDROOM FORMALDEHYDE LEVELS (PPM)

<table>
<thead>
<tr>
<th>R-2000 Homes</th>
<th>Number of Homes</th>
<th>Livingroom</th>
<th>Bedroom</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initial Demo Homes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First Reading</td>
<td>256</td>
<td>0.066</td>
<td>0.068</td>
</tr>
<tr>
<td>Last Reading</td>
<td>218</td>
<td>0.046</td>
<td>0.046</td>
</tr>
<tr>
<td><strong>Subsequent Homes</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First Reading</td>
<td>405</td>
<td>0.047</td>
<td>0.047</td>
</tr>
<tr>
<td>Last Reading</td>
<td>77</td>
<td>0.046</td>
<td>0.048</td>
</tr>
</tbody>
</table>
FIGURE 1
VENTILATION SYSTEMS WITH FORCED AIR HEATING

FIGURE 2
VENTILATION SYSTEMS FOR BASEBOARD HEATING

Note: Every room should be connected to the HRV (exhaust or fresh air)
FIGURE 3
FORMALDEHYDE LEVELS IN R-2000 HOMES

NATIONAL 1984-85

NATIONAL 1986-87

NATIONAL 1987-88
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FIGURE 4
FORMALDEHYDE LEVELS IN CONVENTIONAL HOMES

FIGURE 5
FORMALDEHYDE LEVELS IN HOMES OF DIFFERENT AGES

R-2000 HOMES 1 TO 2 YEARS OLD

R-2000 HOMES 3 TO 4 YEARS OLD
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C-A. Roulet (Ecole Polytechnique Federale de Lausanne, Switzerland) Do you have any information on the air change rate of the R-2000 buildings before and after the application of the Ventilation Rules?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) We did undertake PFT air change rate sampling and issued a report on average air change rates in early R-2000 homes. One can assume that the air change rate in new homes was similar to the mechanical ventilation rate specified (0.3 to 0.4 per hour).

D. Harrje (Princeton University, USA) What about the question of maintenance which, according to your results, varied significantly between groups of homes?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) We are very interested in the issue of maintenance versus the performance of the ventilation system, but have not had the time to examine this in detail. Although we have looked at the mould and fungi growth in poorly maintained systems.

W. Fisk (Lawrence Berkeley Laboratory, USA) Have you studied the seasonal variations in formaldehyde concentrations in these houses? If so, what are the results?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) We have done some limited studies of seasonal variations. Generally the results indicate higher levels during periods of high outside humidity and temperature, such as those found in the summer.

P. Hartmann (EMPA Duebendorf, Switzerland) You show a decrease in formaldehyde concentration in new R-2000 homes. Is it proven that there is no significant change in the production or manufacture of particle boards during recent times?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) We have no evidence of any change in the particle boards being used in R-2000 homes. In addition, when ventilation systems are not being operated correctly, levels return to those found in earlier studies.

R. Grot (National Bureau of Standards (USA) (a) The age data which you presented agrees with laboratory data on pressed wood products which we have collected. There is very little decay after an initial rapid decay (3 months) caused by the release of free formaldehyde. (b) Formaldehyde is stored and released by many building materials, such as gypsum (just like moisture),
therefore a building does not rapidly respond to formaldehyde transients, nor does the formaldehyde concentration change rapidly after changes in ventilation rate - this explains why transient operation of ventilation cannot effectively control formaldehyde levels.

M. Riley (Energy, Mines and Resources, Ottawa, Canada) (a) Your work confirms our results. We had assumed that there would be a steady decline in levels, based on research conducted by others. (b) This is correct. We were using 7 day passive samplers which dampen the effect of short-term fluctuations in formaldehyde levels due to emissions such as smoking.

P. Hartmann (EMPA Duebendorf, Switzerland) You described overall formaldehyde levels in R-2000 buildings. Can you indicate a typical split between the sources of formaldehyde: background, particle board, furniture, smokers etc.?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) I don't have a detailed split, but recent work at our Flair homes project would seem to indicate that the building itself is the major source, followed by furnishings.

W. De Gids (TNO Division of Technology for Society, Holland) What measures did you take to reduce formaldehyde levels in the R-2000 homes in which concentrations exceeded 0.1 ppm?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) Initially we adjusted the ventilation systems to address most problems. Recent problems are mostly due to high source emissions, such as new painting or carpeting. These have normally been reduced by rapid reduction in emission rates in the subsequent months.

W. Raatschen (Dornier Systems GmbH, W. Germany) (a) What facility do occupants have to control their ventilation system? Is it purely on/off control? (b) Can they control individual rooms? (c) What basic ventilation rate can you recommend (i.e. with no occupants present) to dilute non-human related contaminants, such as formaldehyde?

M. Riley (Energy, Mines and Resources, Ottawa, Canada) (a) The "continuous" mode is usually set by the installer, but can be varied by changing fan speed via a speed controller or by adjusting dampers. In addition most systems have a high speed (boost) mode of operation. (b) Some systems offer good control over individual room ventilation rates by adjustment of grille outlets. In most cases however control is limited because of poor design. (c) Generally a level of 0.3 to 0.4 air changes/hour keep concentrations at a satisfactory level. This applies specifically to Canadian climate and house construction.

Ø. Nielsen (Ministry of Housing and Building, Denmark) Typically, what is the outdoor concentration of formaldehyde found in Canadian cities?
M. Riley (Energy, Mines and Resources, Ottawa, Canada) We have not measured outdoor concentrations coincident with our indoor measurements. This was not practicable for the time of year (late winter) when measurements were being made. It is my understanding that levels are typically very low (<0.02 ppm). It should be noted that most new houses are in suburban areas, not in high density downtown areas.
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RECIRCULATION OF AIR IN DWELLINGS
Differences in concentrations between rooms in dwellings due to the ventilation system.

W.F. de GIDS, J.C. PHAFF
TNO Division of Technology for Society
P.O. Box 217,
2600 AE Delft
Netherlands
The Dutch Standard NEN 1087 "Ventilation of dwellings", Requirements, is at this moment under review. A statement is made that outside air is required as fresh air for bedrooms. Bathroom, kitchen, W.C. and livingroom are allowed to be ventilated with air from other rooms.

During the last years air heating systems became more popular. These systems have in its most simple form recirculation of air from the livingroom to the bedrooms. The requirement of fresh outside air for bedrooms can only be reached with these systems when selective recirculation takes place.

During the reviewing process of the standard, TNO has carried out some studies to investigate the differences in concentrations of contaminants in dwellings due to different ventilation and heating systems. Measurements and calculations have been made in a lot of conditions to reconsider the requirement of pure outside air for bedrooms.

In this investigation the following aspects were studied;

* what pollutant is the most important with respect to recirculation,
* what concentrations may be expected under several weather conditions and living habits,
* what is the influence of staying different hours of time in different rooms (i.e. housewife versus baby) etcetera

Field measurements in two dwellings and calculations with the TNO Ventilation model (VENTCON) were compared.

The main conclusions of these studies are:

* Particles of sigaret smoke can be seen as the most important contaminant in houses specially considering childrens bedrooms.
* Leeward sided bedrooms can receive contaminated air from the living under certain weather conditions and living habits.
* Due to an effective window opening (large open casement windows) occupants can minimize these contaminant levels.
* There are no significant differences in doses (=concentration multiplied by occupation time) in houses with natural ventilation or mechanical exhaust and air heating systems who can be seen as balanced ventilation systems
* Babies are more exposed to contaminants from the living then housewives in both houses with natural ventilation or mechanical exhaust and houses with air heating systems
* There is a very good correlation between the measured and calculated concentrations of contaminants.
* Simple measures in the air heating installation can give occupants the possibility to ventilate their house with outside air only, which can be a necessity in the case of sick or sensitive people.
1. INTRODUCTION

The Dutch Standard NEN 1087 "Ventilation of dwellings": Requirements [1] is at this moment under review. A requirement can be found about the quality of air. In fact a statement is made that outside air is required as fresh air for bedrooms. Bathroom, kitchen, W.C. and livingroom are allowed to be ventilated with air from other rooms.

During the last years air heating systems became more popular. These systems have in its most simple form recirculation of air from the livingroom to the bedrooms.

During the reviewing process of the standard, TNO has carried out some studies to investigate the differences in concentrations of contaminants in dwellings due to different ventilation and heating systems. The aim of the studies was to evaluate several heating/ventilation systems on pollutant levels in houses.

2. PILOT STUDY [2]

The first phase of this study was to determine which pollutant was the most important. No extensive literature research has been carried out. From [3], the situation with tobacco smoke produced in the living was taken as a reasonable reference situation for this studies. The tobacco smoke can be propagated to bedrooms due to recirculation of air and due to internal flows in the case of natural ventilation. In the bedrooms small children like babies can be sleeping for many hours without having the possibility to open ventilation-windows.

With the TNO ventilation model (VENTCON) a comparison on concentration levels of three different systems has been carried out. (see figure 1)
This study pilot was carried without taking into account the use of the ventilation provisions by the occupants.

The infiltration and mechanical ventilation levels and the particle concentrations in the rooms of the houses were calculated. The calculations have been made for a single family dwelling under a variety of weather conditions (see figure 2). On the basis of this results the time weighted average concentrations for five types of persons were determined. The five types of persons are defined as persons who are staying different hours in the several rooms of the house. The production of tabacco smoke was simulated in the living. The effects of sedimentation of the particles were neglected. The results of this study are summerised in table 1.

TABLE 1 Time weighted average concentrations of particles μg/m³

<table>
<thead>
<tr>
<th>type of person</th>
<th>heating/ventilation system</th>
<th>warmwater</th>
<th>airheating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>radiator</td>
<td>central</td>
<td>recirculation</td>
</tr>
<tr>
<td></td>
<td>with mech. exhaust</td>
<td>exhaust</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>baby</th>
<th>12</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>child 2-6 y</td>
<td>33</td>
<td>20</td>
</tr>
<tr>
<td>child 6-13 y</td>
<td>13</td>
<td>9</td>
</tr>
<tr>
<td>housewife</td>
<td>45</td>
<td>23</td>
</tr>
<tr>
<td>man</td>
<td>26</td>
<td>13</td>
</tr>
</tbody>
</table>

From this figures can be seen that the particle concentrations due to smoking are for the different persons in the same order of magnitude. The concentrations are even a bit higher in the case of mechanical exhaust ventilation system. Nevertheless some people argued that this results were only based on calculations.
3. MEASUREMENTS

Measurements were carried out in a single family house [4]. (see figure 2)

Carbon monoxide (CO) was used as a tracer and released in the living room. The measurements were carried out in an unoccupied dwelling with a airheating system. The effects of occupancy were simulated. For an impression of the concentration over time figure 3 and 4 is given.

The global results of this experiment are shown in table 2.
KRAMMER WARMWATER RADIATOR
HEATING 8 april 1987

INTERNAL DOOR CLOSED  INTERNAL DOOR OPEN

**LIVING**

**KITCHEN**

**HALL**

**BEDROOM**

Figure 3 Concentrations measured in several rooms: Warmwater radiator heating system with mechanical exhaust. Door of living closed or open.
figure 4 Concentrations measured in several rooms
Warm air heating system with and without recirculation
TABLE 2 Airflow from the living to the bedrooms in %

<table>
<thead>
<tr>
<th>Heating/ventilation system</th>
<th>Position of internal doors</th>
</tr>
</thead>
<tbody>
<tr>
<td>warm air heating</td>
<td>closed</td>
</tr>
<tr>
<td>selective recirculation</td>
<td>&lt; detectable</td>
</tr>
<tr>
<td>warm air heating</td>
<td>open</td>
</tr>
<tr>
<td>central recirculation</td>
<td>15</td>
</tr>
<tr>
<td>warmwater radiator</td>
<td>0 - 5</td>
</tr>
<tr>
<td>mechanical exhaust</td>
<td>30 - 50</td>
</tr>
</tbody>
</table>

From these one can conclude:
* No transport of contaminants take place in the situation with selective recirculation.
* The propagation of contaminants from the livingroom to other rooms depends on the position of the internal doors. Under the circumstances with the doors closed the warmwater radiator system with mechanical exhaust, leads to lower concentrations in the bedrooms than the warm air/central recirculation-system.
In the case the internal doors are open, the situation is the opposite.

4. VALIDATION OF THE MODEL

Because some measured data was available, finally some validation exercises have been undertaken.
With the MT ventilation model (VENTCON) some measured situations are simulated. The results are shown in figure 5.

![Figure 5: Comparison between measured and calculated concentrations](image-url)
5. CONCLUSIONS

The concentration levels in bedrooms of contaminants produced in the living are highly dependent on the use of internal doors.

Different heating/ventilation systems can produce the same levels of concentrations throughout the house.

The exposed doses of people in the house are dependent on their time of occupation in different rooms.

A warm air heating system with selective recirculation does not cause any transport of contaminants from the living to the bedrooms.

Models can predict concentrations levels to evaluate indoor air quality problems.

There is no evidence that the heating/ventilation system is the dominating factor in the propagation of contaminants through the dwelling.
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R. Anderson (Solar Energy Research Institute, USA) On the basis of your work, would you say that the mixing produced by occupant behaviour and natural convection is of the same order of magnitude as the mixing produced by the ventilation system?

W. De Gids (TNO Division of Technology for Society, Holland) Our findings so far suggest that this is true.

J. Uyttenbroeck (Belgian Building Research Institute) (a) What is the meaning of open and closed indoor doors? (b) Is it possible to obtain the desired comfort level in a living room with the doors open?

W. De Gids (TNO Division of Technology for Society, Holland) "Closed door" means that although the door is shut air can still pass around it via the gaps that remain. (b) No, and particularly not with a radiator system.

P. Levin (Royal Institute of Technology, Stockholm, Sweden) (a) For the "exhaust ventilation" system what provisions were made for supply of air? (b) Could the leaks be assumed to be evenly distributed, to avoid short circuiting? (c) What is the level of airtightness of the building?

W. De Gids (TNO Division of Technology for Society, Holland) Provision for supply air followed the Dutch standard which stipulates openings of 100 to 140 cm² for bedrooms. (b) The air leakage is not evenly distributed, although there is no evidence that there is much difference between facades. Roof and floors are more airtight than walls. (c) We based our calculations on an airtightness n50 of 10 to 12. Our field measurements showed that some houses are much tighter than this, with n50 of 1 to 4.

D. Harrje (Princeton University, USA) (a) It is very important to determine where the occupants are at various times during the day, and how pollutant exposure can be minimised. (b) Since warm air systems tend to spread the pollutant load, why aren't we seeing a more uniform distribution with doors open than when closed?

W. De Gids (TNO Division of Technology for Society, Holland) (a) Yes, the time:dose relationship determines the overall exposure. We have yet to study individual exposure profiles. (b) Not all rooms have balanced flows and equivalent dilution from system air.
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EFFECTIVE VENTILATION IN OFFICES - THE OCCUPANT'S PERSPECTIVE

I.D. GRIFFITHS, J.W. HUBER, A.P. BAILLIE

Department of Psychology
University of Surrey
Guildford, GU2 5XH
United Kingdom
SYNOPSIS

Air quality and draught avoidance are fairly important to office staff; consequently, the occupant's perspective should be taken into account when assessing the relative merits of different methods of ventilation in office buildings. Environmental comfort ratings and a variety of other judgements were collected in interviews with 169 staff in two air-conditioned and three naturally ventilated office buildings. Comparison of the two building types showed that air conditions were judged to be less satisfactory in the air-conditioned buildings, and that these buildings also had a higher rate of reported 'building sickness' symptoms. However, the differences, although statistically significant, were small in magnitude. Furthermore, while a quarter of all staff interviewed in the air-conditioned buildings made unfavourable comments about the air-conditioning, evidence is reported which suggests that it is the absence of openable windows which is the basis of people's negative attitudes, rather than beliefs about unsatisfactory air quality. One building had air-conditioning designed to provide localised control in the form of supply outlets which could be shut off when air was not required. This design, however, was associated with the lowest recorded satisfaction with air conditions, primarily because the conditioned air was experienced as a cold draught.

1. **INTRODUCTION**

1.1 **Air-conditioning or natural ventilation?**

Building design pursues a multiplicity of objectives; among them, energy efficiency and comfort are of major importance. Given the tendency in recent years for new office buildings to be air-conditioned, attempts to reduce fuel costs have been predominantly met by new technological means, such as more efficient plant and energy management systems. Modern offices also tend to be predominantly of open-plan design and for this type of layout air-conditioning seems to be the first choice for space-conditioning. This approach to design can be characterised by its artificiality in that it attempts to exclude the impact of ambient conditions (Hawkes\(^1\)) and it assumes that occupant comfort is best met by a constant and uniform environment. Specific parameters such as temperature are set by building services personnel; the degree of local control available to staff is usually very restricted or non-existent. This fully engineered approach to space conditioning is justified by a belief that employees would only disturb the finely tuned system and that they do not care about the energy implications of their behaviour. However, the use of air-conditioning in offices may not be without negative
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consequences for staff; it has been linked by some researchers to the 'building sickness syndrome' (e.g. Finnegan et al.; Robertson et al.): this is a syndrome of minor health complaints, such as headaches and dry throats, associated with building occupancy.

Moreover, it is clear from informal communication with office staff that air-conditioning is frequently viewed in a negative light, with a variety of ills being attributed to it. It would therefore be useful to assess whether these complaints are restricted to a disaffected minority who have failed to adapt to technological change in buildings, or whether air-conditioned buildings do in fact give rise to widespread dissatisfaction. Thus this paper addresses the following question: is natural ventilation the most effective approach from the occupants' point of view, or is air conditioning equally effective? An attempt will be made to try and provide some initial answers to this question by examining relevant data from a small number of buildings.

These data were collected in the course of a two and a half year study designed to evaluate the success, as judged by occupants, of buildings with passive solar features; interviews and questionnaires were used to provide a broad evaluation of environmental comfort, with special emphasis being given to thermal comfort. While data from a variety of building types have been assembled, only the data from office buildings will be utilised in this paper. This part of the database provides a good opportunity to assess the impact of air-conditioning on office staff because the office sample consists of both air-conditioned and naturally ventilated buildings; some of these are conventional in that they were not designed as passive solar buildings, but nonetheless provide a useful comparison because of their high degree of glazing. Of particular interest from a design point of view is the fact that one of the buildings in the sample (Building A in Table 1) has an air-conditioning system in which air is supplied to the office space through twist air outlets located in the floor; these can be shut down by the occupant when air is not required.

2. RESEARCH DESIGN

2.1 The office sample

The data on which the analysis is based are derived from staff in five office buildings, two with air-conditioning and three naturally ventilated. All the buildings are in southern England. Brief descriptions of the buildings, together with the number of staff interviewed in each are given in Table 1. All interviews were carried out in the autumn of 1987 and winter 1987/88. In each building staff were selected for inclusion in the survey by means of a quota designed to ensure proper coverage of the following physical and social variables: all orientations of the building, floor level, distance from the nearest window, different levels of
staff and a proportion of men and women corresponding to the actual proportion working in the building. Altogether data from 169 people are available for analysis.

Table 1: List of office buildings in sample

<table>
<thead>
<tr>
<th>Building</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Air-conditioned</strong></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>3 storey U-shaped building with double-skinned 'solar wall' on south elevation. 100% glass curtain walls. Open-plan. 42 staff interviewed.</td>
</tr>
<tr>
<td>B</td>
<td>6 storey deep-plan building; mild steel structural frame clad with glass curtain walling on 3 elevations, triple-glazed. Open-plan. 35 staff interviewed.</td>
</tr>
<tr>
<td><strong>Naturally ventilated</strong></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>6 storey building on courtyard plan, with central atrium which acts as solar collector &amp; to induce ventilation across office areas. Mainly open-plan. 42 staff interviewed.</td>
</tr>
<tr>
<td>D</td>
<td>3 storey shallow-plan building with all-cellular office accommodation facing south and north; higher proportion of glazing on south elevation. Mechanical ventilation with heat recovery, but windows openable. 24 staff interviewed.</td>
</tr>
<tr>
<td>E</td>
<td>2 storey shallow-plan building with all-cellular office accommodation facing east and west. 26 staff interviewed.</td>
</tr>
</tbody>
</table>

2.2 The evaluation criteria

Data were collected by means of personal interview and self-completion questionnaire. Occupant comfort was assessed using a specially developed technique called the Environmental Comfort Assessment Procedure. Aspects of the procedure used to collect the data reported below are as follows:

1. Self-generated comments about the good and bad points of building. These were elicited at the start of the interview and thus were not influenced by the researcher's questions.

2. Judgements of specific features of the person's office/work environment; these comprise satisfaction ratings of 17 aspects of the environment, carefully selected on the basis of pilot research to represent those features of office environments which people naturally think about when judging indoor comfort; additionally, ratings of the ventilation level and its perceived effectiveness of control.
3. A measure of general satisfaction with the office as a whole. This consists of three items which are 'facet-free' in the sense of not referring to any specific aspect of the office (e.g. 'all things considered, I am very satisfied with my office') rated on a 7-point Likert agree-disagree scale. There are both theoretical and empirical reasons for supposing that a scale constructed from such items measures general affect associated with a building which is not entirely a function of what a person feels about its specific features.

4. Ratings of 3 ventilation related aspects of the building as a whole. Three items were used (e.g. this building is badly ventilated), rated on a 7-point Likert agree-disagree scale.

5. The incidence of seven minor symptoms associated with the building sickness syndrome. The reported symptoms were summed to provide an overall score for each individual.

The judgements thus have two distinct foci: most are concerned with the person's immediate work environment which is of course the most salient part of the building from a subjective point of view; some judgements, however, relate to the building as a whole.

3. RESULTS.

3.1 Relative importance of air conditions

Before comparing the five buildings on the basis of the available criteria, it is worth asking how important to people are those aspects of an office which are most likely to be affected by the ventilation system present. This question can be answered by examining the importance ratings made by the whole sample of each of the 17 aspects; these ratings were made prior to the ratings of satisfaction. The importance ratings were made on an eleven point scale ranging from 0 (aspect of no importance whatsoever) to 10 (aspect of utmost importance); these ratings thereby express the demands people make of their work surroundings. The mean importance rating received by each of the 17 aspects is shown in Table 2, together with the percentage of people rating each aspect as being of some importance to them (ratings greater than 5). The three aspects likely to be influenced by the type of ventilation system present are shown in bold in Table 2. Avoiding draughts and having fresh air have mean importance ratings of 7.70 and 7.59 respectively, indicating that they are both regarded as being of medium importance; relative humidity received a mean rating of 6.25, indicating that aspect is considered to be of lesser importance by the average person.
Table 2: Importance ratings of 17 aspects of the office

<table>
<thead>
<tr>
<th>Rank</th>
<th>Aspect</th>
<th>Mean Rating</th>
<th>% rating aspect important</th>
<th>Aspect subscale</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Highest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>Seating</td>
<td>8.58</td>
<td>93</td>
<td>Other</td>
</tr>
<tr>
<td>2.</td>
<td>Room temp.</td>
<td>8.54</td>
<td>94</td>
<td>Thermal</td>
</tr>
<tr>
<td>3.</td>
<td>Artificial lighting</td>
<td>8.17</td>
<td>91</td>
<td>Other</td>
</tr>
<tr>
<td>4.</td>
<td>No glare</td>
<td>8.02</td>
<td>88</td>
<td>Other</td>
</tr>
<tr>
<td>5.</td>
<td>Space</td>
<td>7.97</td>
<td>89</td>
<td>Other</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Medium</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Furniture</td>
<td>7.80</td>
<td>86</td>
<td>Other</td>
</tr>
<tr>
<td>7.</td>
<td>No draughts</td>
<td>7.70</td>
<td>87</td>
<td>Thermal &amp; air</td>
</tr>
<tr>
<td>8=</td>
<td>Fresh air</td>
<td>7.59</td>
<td>83</td>
<td>Air</td>
</tr>
<tr>
<td>8=</td>
<td>Daylight</td>
<td>7.59</td>
<td>79</td>
<td>Other</td>
</tr>
<tr>
<td>10</td>
<td>No distraction</td>
<td>7.14</td>
<td>79</td>
<td>Other</td>
</tr>
<tr>
<td>11</td>
<td>No direct sunlight</td>
<td>6.87</td>
<td>70</td>
<td>Thermal</td>
</tr>
<tr>
<td>12</td>
<td>No change in room temp.</td>
<td>6.53</td>
<td>66</td>
<td>Thermal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lowest</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13.</td>
<td>Privacy</td>
<td>6.28</td>
<td>63</td>
<td>Other</td>
</tr>
<tr>
<td>14.</td>
<td>Relative humidity</td>
<td>6.25</td>
<td>63</td>
<td>Thermal &amp; air</td>
</tr>
<tr>
<td>15.</td>
<td>Indirect sunlight</td>
<td>5.99</td>
<td>58</td>
<td>Other</td>
</tr>
<tr>
<td>16.</td>
<td>View from window</td>
<td>5.41</td>
<td>45</td>
<td>Other</td>
</tr>
<tr>
<td>17.</td>
<td>Cosy surroundings</td>
<td>5.19</td>
<td>42</td>
<td>Other</td>
</tr>
</tbody>
</table>

Scale range is from 0 (of no importance whatsoever) to 10 (of utmost importance)

3.2 Environmental comfort

For the purposes of analysis the satisfaction judgements of each of the 17 office aspects listed in Table 2 were weighted by their corresponding importance rating; the rationale for this step was that satisfaction with subjectively unimportant features is unlikely to be of the same order of psychological significance as satisfaction with features which are subjectively important. Because the features represent a diverse range of building-related characteristics, the subjective judgements corresponding to each feature have been combined to form three indices of different global aspects of the indoor environment: air conditions, thermal conditions and a miscellany of other features representing office furnishing and fittings, working conditions (e.g. amount of space available) and a number of amenity factors such as view from the window and amount of daylight.
The far right-hand column in Table 2 indicates which index each of the 17 office aspects contributes to; item analysis shows that each of the indices formed by their constituent items forms a statistically acceptable scale. The air conditions scale correlates .07 (N.S.) with the thermal scale, and .42 (p<.001) with the 'other factors' scale. The satisfaction scores for all 17 aspects have also been summed to yield a measure of overall environmental fit; this assesses the extent to which the physical work environment as a whole meets the requirements placed upon it by members of staff. The total scores derived from each of the indices have been divided by the number of constituent items to produce a common range.

Tables 3 and 4 show how the air-conditioned and naturally ventilated buildings in the sample compare in terms of the four environmental comfort indices. Table 3 shows that staff satisfaction (mean score = -1.63, indicating that the average person is dissatisfied) with air conditions in two air-conditioned buildings, both considered together, is significantly lower than in the three naturally ventilated buildings considered together (mean score = 7.27). There are no differences between the two types of building in staff satisfaction with the thermal environment and 'other' aspects (working conditions and amenity factors). Nonetheless, the overall environmental fit for the average person in the air-conditioned buildings is significantly lower than in the naturally ventilated buildings; the mean scores are 7.50 and 11.77 respectively. Table 4 provides a breakdown by building of the scores shown in Table 3; in this and in all other data tables, the buildings labelled A to E correspond to the buildings briefly described in Table 1. Table 4 shows which buildings differ significantly from each other on the various criteria using the Scheffe test of a posteriori comparisons; it shows that air-conditioned Building A received a significantly lower mean satisfaction rating of air conditions than did naturally ventilated Building E. 'Other' aspects in air-
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Table 3: Building types compared on environmental comfort criteria

<table>
<thead>
<tr>
<th>Building type</th>
<th>Air aspects</th>
<th>Therm. aspects</th>
<th>Other aspects</th>
<th>Overall environ. fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air-condit.</td>
<td>-1.63**</td>
<td>3.31</td>
<td>10.55</td>
<td>7.50*</td>
</tr>
<tr>
<td>Mean values</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nat. vent.</td>
<td>7.27</td>
<td>3.21</td>
<td>14.25</td>
<td>11.77</td>
</tr>
</tbody>
</table>

Scale range is from -50 (completely dissatisfied) to 50 (completely satisfied).

** & * Indicate that mean value for the 2 building types are significantly different at the 1% & 5% levels respectively.
Table 4: Offices compared on environmental comfort criteria

<table>
<thead>
<tr>
<th>Building type</th>
<th>Air aspects</th>
<th>Therm. aspects</th>
<th>Other aspects</th>
<th>Overall environ. fit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air-condit.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>-4.62(^X)</td>
<td>3.23</td>
<td>12.87</td>
<td>8.50</td>
</tr>
<tr>
<td>B</td>
<td>2.66</td>
<td>3.40</td>
<td>7.89(^X)</td>
<td>6.77</td>
</tr>
<tr>
<td>Nat. vent.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4.76</td>
<td>3.22</td>
<td>10.42</td>
<td>8.53</td>
</tr>
<tr>
<td>D</td>
<td>9.59</td>
<td>3.30</td>
<td>16.87</td>
<td>14.23</td>
</tr>
<tr>
<td>E</td>
<td>9.95(^X)</td>
<td>3.08</td>
<td>17.83(^X)</td>
<td>14.76</td>
</tr>
</tbody>
</table>

Scale range is from -50 (completely dissatisfied) to 50 (completely satisfied).
- x indicates that building mean significantly different at 5% level from other building mean in same column similarly marked.

conditioned Building B received a significantly lower mean rating than other aspects in naturally ventilated Building E. No building is significantly different from any other in terms of satisfaction with thermal conditions or overall environmental fit.

3.3 Attitudes to the building and symptom rates

Table 5 compares the two building types on three further criteria: general attitude to the office, symptom rates and an index of ventilation-related views of the building as a whole. It shows that the two air-conditioned offices, considered together, received a significantly more positive rating on the 'attitude to the office' scale than did the three naturally ventilated offices; the mean scores are 5.34 and 4.53 respectively. A similar difference in favour of the air-conditioned buildings was found with regard to the 'attitude to air conditions in the building' scale; the mean scores are 4.64 and 4.12 respectively.

Table 5 also shows, however, that the air-conditioned offices have a slightly higher rate of minor symptoms, with approximately two symptoms per person being reported on average; the rate in the non-air conditioned buildings is approximately one and a half symptoms per person; this difference, although small, is statistically significant. In the air-conditioned offices the most frequently reported symptoms were headaches and dry throats,
each recorded by approximately two thirds of staff. In the non-air-conditioned-buildings the most frequent symptoms were lethargy and stuffy noses, reported by 46% and 33% of staff respectively.

Table 5: Building types compared on attitude to office and symptom rates

<table>
<thead>
<tr>
<th>Building type</th>
<th>Attit. to office</th>
<th>Symptom rates in building</th>
<th>Attit. to air condits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air-condit.</td>
<td>5.34**</td>
<td>2.05*</td>
<td>4.64*</td>
</tr>
<tr>
<td>Mean values</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nat. vent.</td>
<td>4.53</td>
<td>1.42</td>
<td>4.12</td>
</tr>
<tr>
<td>Mean values</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

** & * Indicate that mean value for the 2 building types are significantly different at the 1% & 5% levels respectively.

1 Scale range is from 1 (low score) to 7 (high score)
2 Range of possible symptoms = 0 - 7

Table 6 shows the frequency of answers to a single question about air movement in the office. This required people to indicate whether they thought the air movement in their office was 'about right', 'too much' or 'too little'. Because only six people in the whole sample reported having too much air movement, their answers have been combined with those indicating too little, to yield a 'not alright' category. The buildings differ significantly in the proportion of replies expressing satisfaction with the amount of air movement experienced (chi²=10.2; p<.05). Air-conditioned Building B has the highest percentage of staff (71%) indicating that the air movement is about right. In only one building, Building C which is naturally ventilated, was this view recorded by less than half the staff interviewed.

Table 6: Frequency of views about air movement in office

<table>
<thead>
<tr>
<th>Building type</th>
<th>About right</th>
<th>Too much or too little</th>
</tr>
</thead>
<tbody>
<tr>
<td>Air-condit.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>22 (54%)</td>
<td>19 (46%)</td>
</tr>
<tr>
<td>B</td>
<td>25 (71%)</td>
<td>10 (29%)</td>
</tr>
<tr>
<td>Nat. vent.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>15 (36%)</td>
<td>27 (64%)</td>
</tr>
<tr>
<td>D</td>
<td>14 (58%)</td>
<td>10 (42%)</td>
</tr>
<tr>
<td>E</td>
<td>13 (50%)</td>
<td>13 (50%)</td>
</tr>
</tbody>
</table>

Chi²=10.2 4df p<.05
3.4 Good and bad points of the building.

Table 7 presents the results of another criterion available for comparing the two building types. It shows the frequency with which statements about eight building features were spontaneously mentioned by staff as being either good or bad points of their building. These eight features have been selected as being possibly affected by the type of ventilation present out of 130 different points differentiated on the basis of content analysis. Table 7 shows that in the naturally ventilated buildings a significantly greater proportion of staff made negative comments about air quality and air movement than staff in the air-conditioned buildings; the differences are 12% vs. 4% and 12% vs. 0% respectively. A significantly greater number of staff in the air-conditioned offices made negative remarks about air conditioning and the fact that windows could not be opened (25% vs. 7% and 12 vs. 2% respectively). On the other hand, positive comments about air-conditioning were also made by a significantly higher proportion of staff who worked in an air-conditioned office (17% vs. 1%). There were no significant differences between the two building types in the rates of mention of either positive or negative comments about draughts, the method of ventilation, physical health effects or psychological effects.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Air-condit. buildings</th>
<th>Naturally vent. buildings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>+ve comments</td>
<td>-ve comments</td>
</tr>
<tr>
<td>Air quality</td>
<td>0</td>
<td>4%</td>
</tr>
<tr>
<td>Air movement</td>
<td>0</td>
<td>0%</td>
</tr>
<tr>
<td>Draughts</td>
<td>1</td>
<td>9%</td>
</tr>
<tr>
<td>Ventilation syst.</td>
<td>0</td>
<td>6%</td>
</tr>
<tr>
<td>Air-conditioning</td>
<td>17</td>
<td>25%</td>
</tr>
<tr>
<td>Openability of windows</td>
<td>0</td>
<td>12%</td>
</tr>
<tr>
<td>Phys. health effects</td>
<td>0</td>
<td>6%</td>
</tr>
</tbody>
</table>

** & * indicate that differences between the 2 building types in proportion of people making positive or negative comments significantly different at 1% and 5% levels respectively.
4. DISCUSSION

Data have been presented in the form of occupant judgements of a variety of building-related features and conditions in offices which might be affected by the method of ventilation present; as far as air conditions are concerned, it is clear from Table 2 that having fresh air and avoiding draughts are requirements which the average occupant regards as fairly important. The data provide a representative picture of occupant satisfaction in two air-conditioned and three naturally ventilated offices. With regard to evaluating the relative effectiveness of these two methods of ventilation the limited number of buildings providing data for the analyses reported in the previous section clearly limits the conclusions which can be drawn. Nonetheless, the first indications are that air-conditioning in office buildings is not, or at least need not be, a source of numerous problems giving rise to widespread dissatisfaction.

Occupant satisfaction with air conditions in the two air-conditioned offices, considered together, was significantly lower than that in the three naturally ventilated offices. A posteriori comparisons of the individual means shows that it is Building A which is responsible for the marked difference with the best of the naturally ventilated buildings. It is worth noting that the air conditions mean score for Building A is the only criterion in Table 4 to have a negative value, indicating that the occupants in Building A were, on average, dissatisfied with the air conditions in their offices. Inspection of the data relating to the three items making up this scale reveals that these occupants were particularly dissatisfied with the perceived freshness of the air and the presence of draught. The other criterion which the air-conditioned offices score significantly less well on is the overall rate of building sickness symptoms. However, the differences on both these criteria, although statistically significant, are small; thus, from a practical point of view they should not give rise to immediate concern. Nonetheless, the incidence of most frequent symptoms in both types of building is about twice that reported by other studies (e.g. Finnegan et al., Robertson et al.).

It is worth noting that while both air-conditioned buildings received lower ratings with regard to air conditions than the three naturally ventilated offices, there is overlap on the 'other' aspects ratings and environmental fit scores; Building A received a mean rating of 'other' aspects which is as good as that received by Building C, and it's mean environmental fit score is also as good as that received by Building C. The data suggest that the particularly low rating of air conditions in Building A is to some degree compensated for by the relatively positive view its occupants take on average of 'other' aspects. Supporting this interpretation is the finding that satisfaction with the office as a whole was significantly higher in the air-conditioned offices despite the lower satisfaction with the air conditions.
Table 7 shows a significantly higher incidence of negative comments about air-conditioning expressed by staff in the air-conditioned buildings; this indicates that these people are very aware of this aspect of their working environment, and have negative views about it; why might this be so? An answer is suggested by the overall pattern of spontaneously expressed comments shown in Table 7. Even though the most frequently expressed negative comment in air-conditioned offices (made by 25% of staff) was about the air-conditioning, the majority of negative comments about air quality and air movement were expressed by people working in naturally ventilated offices. This suggests that some additional attribute or consequence is at least partly responsible for the negativism people express about air-conditioning. What it might be is suggested by the fact that the second most frequent negative comment made by staff in air-conditioned offices concerned the 'openability' of windows, referring to the absence of openable windows. In contrast, 'openability' was the positive feature most frequently mentioned by staff in naturally ventilated offices, meaning that they regarded having windows they could open as one of their building's good points.

This suggests that what people particularly dislike about air-conditioning is the loss of one potential means of control they have over indoor conditions when they can open windows. This interpretation is supported by the fact that 45% of staff in the two air-conditioned buildings perceived themselves to have no control over ventilation, whereas only 3% of staff in naturally ventilated offices held that view. The psychological literature in general shows that control is a very significant psychological dimension; similar indications can be found in the building science literature; for example, Sterling and Sterling found that the rate of building sickness symptoms was lower in buildings with openable windows.

The idea that it is the absence of openable windows which leads people to dislike air-conditioning rather than necessarily adverse air conditions is further supported by two other results. First, it is clear from the pattern of answers shown in Table 6 that while the buildings differ considerably in terms of satisfaction with air movement, the differences are not directly associated with presence or absence of air-conditioning. Second, there is the finding that attitudes to ventilation-related aspects of the building as a whole were, on average, somewhat more favourable in the two air-conditioned buildings.

It is clear, however, that the absence of openable windows is not a shortcoming for all staff in the air-conditioned buildings. Table 7 shows that working in an air-conditioned environment is associated with a significantly higher rate of favourable as well as unfavourable comments.

In addition to enabling a comparison to be made of two methods of ventilation, the results reported above can be used to evaluate the success of the air-conditioning system in Building A; this is of interest because its design represents a bold attempt to
provide occupants with a degree of localised control not present in more conventional air-conditioning systems, as installed in Building B for example. The air flow from the floor outlet can be shut off when not required. Furthermore, the outlet is designed to create a miniature vortex which entrains the local air to provide a zone of conditioned air where it is wanted.

Given the importance of localised control to people, it might be predicted that the air-conditioning system in Building A would produce a higher level of satisfaction than that in Building B. However, this is not the case; the two buildings are virtually indistinguishable in terms of the evaluation criteria reported above. One exception can be found in Table 6 which shows that a higher proportion of people in Building A than Building B were dissatisfied with the amount of air movement in their office. This provides a clue as to why the air-conditioning in Building A did not find more favour with occupants. While carrying out the survey in Building A, the researchers were struck by the number of unfavourable comments about the floor outlets that staff made incidentally while being interviewed. In particular, people complained that they experienced the air being blown from the floor vents as draughts which were uncomfortable at foot level.

Fanger and Christensen\(^5\) have demonstrated experimentally that turbulent air flow is more uncomfortable than laminar air flow.

It is therefore evident that designers of air-conditioning should seek to reduce rather than increase turbulent air flow. However, the fact that women also complained that the outlets were unsafe for wearers of high-heeled shoes suggests that designers should also take into account how their designs might affect the use of space by occupants. The researchers also gained the impression that it was management policy in Building A not to encourage the staff to adjust the floor vents. Thus it is likely that the success of any given design is to some extent contingent upon the information management gives its staff about the building they occupy.

In comparing the relative effectiveness as judged by occupants of air-conditioning and natural ventilation, the results of this study support the claim by Griffiths et al.\(^6\) that research into the subjective impacts of the indoor environment must take complex interrelationships into account if substantial progress is to be made. By using a broad range of multidimensional measures this study has been able to show that dissatisfaction with air conditions does not necessarily result in overall dissatisfaction with an office, possibly because the dissatisfaction is compensated by other aspects of the work environment. This type of approach is required because people react to their surroundings as a complex whole, and not simply in terms of single factors which might be of interest to building scientists.
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P. Charlesworth (AIVC, Warwick Science Park, UK) Is there a direct link between "importance" and dissatisfaction? e.g. Do people in cramped conditions rate "space" high, and people away from windows rate "daylight" high?

A.P. Baillie (University of Surrey, UK) We have examined this important question for only 2 office buildings so far. The results showed that for most criteria, importance and satisfaction ratings were not correlated, although for two or three (e.g. room temperature) there were low correlations, but no greater than 0.35.

J. Van Der Maas (Ecole Polytechnique Federale de Lausanne, Switzerland) An important psychological aspect is the ability of an occupant to influence his environment, e.g. by window opening. Has any system been devised which allows occupants to change local temperature and air changes as controlled by the HVAC system as a substitute for window opening? What were the results?

A.P. Baillie (University of Surrey, UK) Yes, there are buildings with HVAC systems which provide occupants with some degree of control: we have studied one such building in the City of London, but have yet to analyse the results.

P. Hartmann (EMPA Dübendorf, Switzerland) Which physical parameters (temperature, comfort, plant conditions etc.) did you measure: (a) in all office buildings (b) in some cases only?

A.P. Baillie (University of Surrey, UK) The following were measured in all 5 office buildings described in the paper: (i) air temperature (ii) radiant temperature (iii) air flow (iv) relative humidity. These took the form of spot measurements at the person's desk. The following were also measured: (v) distance of desk from nearest window (vi) ratio of window to floor area (vii) floor area available to each occupant (viii) distance to nearest co-worker.

D.J. Croome (University of Reading, UK) (a) How does this study evaluate interactive responses, for example to fresh air and temperature? (b) Were there any differences between: (i) the lighting systems (ii) the sound levels (iii) the average air temperatures? (c) What were the floor to ceiling heights in each office, and the volume and floor area per person?

A.P. Baillie (University of Surrey, UK) (a) Given the broad range of subjective factors measured, multivariate statistical analysis will be carried out to determine whether or not satisfaction with room temperature depends in part on the level of satisfaction with other aspects of the environment, e.g. perceived
effectiveness of control of temperature and visual attractiveness of office decor. (b) No information was collected concerning the lighting system or sound levels. Radiant and air temperatures only were measured on a spot basis at each respondent's desk at the time of the interview. (c) Floor to ceiling heights were not measured. Floor areas per person were measured but we have yet to examine whether this variable is correlated with any satisfaction variables. There was however considerable variation in floor area available to each person interviewed.

M. Holmes (Arup Research and Development, London, UK) I believe building C is in Basingstoke. If so, did the fact that the occupants had recently moved from an air conditioned building have an influence on them, I also understand that occupation levels are greater than originally specified at the design stage, and that more partitioning has been introduced, which may restrict cross flows. Did you observe this?

A.P. Baillie (University of Surrey, UK) Building C is in Basingstoke. The experience of their recent move from an adjacent building certainly coloured people's comments about what they believed to be good and bad parts of the new building. Likewise it is true that occupation levels were higher than the original design. We have yet to assess whether or not this partially accounts for lower satisfaction with "other aspects" (of which space is a part) in building C. It was also our impression that extensive use of relatively high partitions restricted cross-ventilation, but we cannot demonstrate that. The relatively low level of satisfaction with air conditions could also be partly caused by failure to open windows when required, due to poor window design.

C-A. Roulet (Ecole Polytechnique Federale de Lausanne, Switzerland) There is a German study which shows clearly that people do not like climatised (air conditioned) buildings. Also Fanger has shown that maintenance and cleaning of the mechanical ventilation systems have a great influence on indoor air quality of climatised buildings. Do you have any information on cleanliness of the installations in your buildings?

A.P. Baillie (University of Surrey, UK) Only the efficiency of the filters used and the frequency with which they have been replaced. Our impression was that the air conditioning systems in buildings A and B were relatively well maintained.

P. Appleby (Paul Appleby Chartered Engineer, Norwich, UK) In your list of parameters and their relative importance to occupants: (a) was the wording your own or suggested to the occupants? (b) how can the occupants make an assessment of fresh air rate? This is possible with openable windows, but only manifests itself with air conditioned or mechanically ventilated buildings by the dilution of contaminants and the resultant air purity and odour level - perhaps odour level would be a more useful parameter.
A.P. Baillie (University of Surrey, UK) (a) The wording is ours, based on extensive pilot research, i.e. we became aware of how people themselves described the aspects. (b) Perceived freshness of the air was rated. Yes, odour level would be an important aspect. We have obtained ratings of odour level for each building as a whole, being one of three aspects assessed to give a picture of overall air conditions.

J. Uyttenbroeck (Belgian Building Research Institute) Why did you not include questions concerning the acoustic environment? The choice between openable windows and air conditioning frequently revolves around noise.

A.P. Baillie (University of Surrey, UK) We did not consider the influence of outdoor noise, only distraction caused by the activities of other people in the office, e.g. making telephone calls. The main reason that satisfaction with outdoor noise levels was not assessed was to restrict the number of aspects evaluated. We also anticipated (rightly as it turned out) that all the office buildings surveyed would be either in relatively quiet locations or would be well insulated acoustically due to the presence of double or triple glazing.
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A VENTILATION CONCEPT FOR FUTURE DWELLING-HOUSES
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SYNOPSIS

To avoid the shortcomings and problems that occur in today's ventilation systems a ventilation concept for future dwelling-houses is under development. The concept responds to the way of living and building in the future. The real living functions are chosen to design principles, that's why the system has to be capable of operating at varying air flow rates. The building in the future is based on a hierarchical modulated system, in which from a small set of standard components can be assembled versatile alternatives. A system designation adaptable to the new building system is under development.

1. INTRODUCTION

There are without dispute many lacks in the performance of ventilation. These lacks have caused resistance against mechanical ventilation. On the other hand, more requirements are imposed on the indoor air, including the possibility of the inhabitant to control ventilation according to his likes and habits. The more control we want the more technique is needed.

In order to improve and develop the present ventilation systems to meet the increasing requirements the problems and faults of the present systems were analyzed. Information and experiences were gathered from the occupants mainly through demonstration projects financed by the Ministry of Trade and Industry.

Based on the analysis of the operational faults and development needs arose the research project "Ventilation systems of the future dwelling-houses". The aim of the project is to develop ventilation systems that fit to the way of living and building in the future.

2. PROBLEMS OF TODAY'S VENTILATION SYSTEMS

The most typical lacks in the demonstration buildings equipped with mechanical exhaust ventilation proved to be draught, stuffiness of indoor air, spreading of odours inside the flat and between flats and condensation problems in the constructions. Mechanical extract ventilation system is quite usual in the building stock in Finland (e.g. it covers 60% of the blocks of flats). It's not possible to say in general, how usual the above mentioned problems are, because the examined material was small.

The complaints in the demonstration buildings equipped with mechanical supply and exhaust ventilation or air heating concerned mainly noise, spreading of odours inside the flats and the difficulties in use and maintenance. The amount of residencies equipped with mechanical supply and exhaust ventilation system
The satisfactory operation of the ventilation system depends also on the characteristics of the constructions especially on the internal and the external tightness of the building. For example in multi-storey blocks of flats the air leakages through the intermediate floors can't be avoided only by the means of the pressure differences or air flows of the ductwork. However, ventilation system merely is blamed easily for odour or condensation problems.

For example, the prerequisites for satisfactory operation of the mechanical supply and exhaust ventilation system in a multi-storey block of flats are according to the calculations /1/ the following:
- the pressure difference over the terminal devices is over 100 Pa
- the ratio between supply and extract air flow rates is 0,8
- the air leakage number of the building envelope is smaller than 0,5 l/h
- the air leakage of the intermediate floors at the pressure difference of 50 Pa is about 0,1 l/sm²
- the air leakage of the staircase doors is about 2 l/s at the pressure difference of 50 Pa.

3. THE REQUIREMENTS SET ON THE VENTILATION SYSTEMS OF THE FUTURE

3.1 Climate

From the ventilation point of view, the outdoor air temperature is the most important meteorological factor. The outdoor air temperature influences on dimensioning the apparatus, the need of capacity and energy consumption conclusively. Ventilation systems that are developed for the mild climate countries don't usually operate energy efficiently in the Finnish climate conditions.

There are heating and cooling loads in the buildings in Finland. The outdoor air temperature changes from about -30 °C to +30°C. The special characteristics of the climate is that outdoor air can be used for cooling nearly always in the summer.

The big temperature difference between outdoor and indoor air at winter time causes big pressure differences between the floors and inside the ventilation system. The big pressure differences change the air flows in the building the more the higher the building is.

3.2 Social development

The residencies are more cramped in Finland than in the other Nordic countries. As a reason to that has been given that the
Finns value the housing less than other nationalities, the building sector hasn't been capable on answering to the changing demands, most residencies are owned by the occupants and the repayable times of the loans are short. Anyway, the residential spaciousness is estimated to grow from 28 m² per person to 35 m² per person by the year 2000. The bigger residential spaciousness makes it possible to provide e.g. the kitchens and bathrooms with better facilities.

The working hours of single persons will become shorter. The shorter working hours will not lead to increase in actual leisure time, but the free time will be used mainly to increasing household management. The increase in household management is due to increasing qualitative requirements and increase in the property to be taken care of.

In the year 1986 a Finnish pilot study /2/ was completed, the goal of which was to identify future needs and requirements for the development of building HVAC and electrical systems. The study was carried out by interviewing experts in different fields (research scientists, designers, manufacturers, building contractors, architects, social scientists and sociologists).

As a result it was concluded that new needs and requirements focus especially in shortening construction time, raising quality and improving energy management. Moreover the results emphasized individual requirements of occupants, and the influence of indoor air on health and comfort of the occupants.

3.3 Building technology

The basic problem in building technology is to solve the complicated interactive contradiction between the requirements: quality, serviceability, flexibility and economy. Traditionally the view has been that industrialized production can lead to economical result, but with the loss in quality and flexibility.

The solutions are developed in many research projects at the building sector in Finland (fig. 1). In one of the research projects there is a new modulated hierarchical building system (TAT) under development /3/. The technical realization of the economic production is mechanised and automatized production of structures in the factory and rapid erection of structures at the building site. In the finishing phase both mechanical and handwork is used to get a personal look to the building which else is produced by the industrialized building system.
Fig. 1. The Finnish innovation process towards the computer integrated industrialized building technology. /3/

The modulated hierarchical building system can be defined by the new concepts (table 1).

The basic idea in the industrialized building system is that a large number of versatile combinations can be made up of a few components. The levels of hierarchy are building level, sub-building level, module level, component level and basic element level, which are defined as follows:

sub-building: an independent part of the building defined according to operation, design or manufacturing

module: a combination of pre-fabricated components

component: a separate, prefabricated part of a technical system, a component will be delivered as a solid element to the building site

basic element: a detail of a component.

The TAT-building system has two levels of quality: basic level and high level. The quality level is defined at the component (basic element, module) level. Both quality levels can be used in
the same building and the quality level can be improved afterwards.

Table 1. The modulated hierarchical building system (TAT).

<table>
<thead>
<tr>
<th>TAT-Building system</th>
<th>Architectural and technical systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Levels of hierarchy</td>
<td>A</td>
</tr>
<tr>
<td>1. Building level</td>
<td></td>
</tr>
<tr>
<td>2. Sub-building level</td>
<td></td>
</tr>
<tr>
<td>3. Module level</td>
<td></td>
</tr>
<tr>
<td>4. Component level</td>
<td></td>
</tr>
<tr>
<td>5. Basic element level</td>
<td></td>
</tr>
</tbody>
</table>

3.4 Occupant behaviour

The writers of this paper don't have available generally applicable research results concerning the occupants' hopes and requirements that they put on the ventilation systems. Some observations on the occupants' behaviour have been gained from the demonstration projects. For the needs of building services research and development projects (figure 1) will be made a study of the demands of housing and working in the long term (15 - 20 years).

For example, information about the occupants' increasing habits was got in a demonstration project /5/, in which there was a
mechanical supply and exhaust ventilation system with ventilation units in every dwelling. The building had totally 35 dwellings. The central exhaust system was equipped with a fan which was to provide the basic exhaust air flow rate. The exhaust fan of the ventilation unit in the kitchen was used to increase the exhaust air flow rate from the kitchen hood when needed. The running times of the exhaust fans in the kitchens were monitored during 16 months period.

The household actions, e.g. cooking, cause a temporally changing impurity load in the apartment. That's why there were great differences in times of increasing as well as in duration of increasing. The residents forced the kitchen ventilation 50 minutes per day in the mean (fig. 2). The ventilation needs of individual apartments can't be satisfied with a centralized increasing.

![Graph showing the distribution of increasing duration of the kitchen ventilation hoods in the 35 apartments in March 1987. In two apartments the increasing was not used at all.](image)

Fig. 2. The distribution of increasing duration of the kitchen ventilation hoods in the 35 apartments in March 1987. In two apartments the increasing was not used at all. /5/

3.5 Loads

The spatiotemporally changing impurity load consists of the impurities coming from the human beings, household actions and materials. The minimum ventilation rates are determined according to health aspects so that the concentration of unhealthy impurities from building materials don't exceed the allowed values in room spaces. Bigger air flows than the minimum are needed, if also other impurities should be exhausted by the ventilation system. Maybe, the maximum air flow rates are needed in cooling the apartments in summertime by using the outdoor air.

The starting point for the development of future ventilation systems is a system with variable air flow rate. After the loads which need the minimum and maximum air flow rates are determined, it is not important, whatever the other loading profiles and needed ventilation rates are, because the system is able to operate between the minimum and maximum.
3.6 General concept

The results from the above research projects form limits, that concern social development, building technology and occupants' comfort, health and consuming habits. Keeping in mind these limits, the following targets have been put to the ventilation systems:

- The possibility to vary the air flow rates according to individual needs (demand controlled)
- Good ventilation efficiency especially in living spaces.
- Independence of external disturbances.
- Good energy economy (heat recovery).
- The possibility to improve the quality level afterwards.

The ventilation systems which meet the given requirements are developed by handling the ventilation as one of the technical systems of the building and by determining the functional requirements of the components. This means that the idea of a modulated hierarchical system will be introduced also to ventilation.

4. THE DEVELOPMENT OF THE HIERARCHICAL SYSTEM

4.1 The components of the ventilation system

According to industrialized building system, the technical systems are assembled rapidly at site from prefabricated components. The components of the ventilation system are ventilation unit, air duct, air flow controller, room device and control unit (fig. 3).

Depending on the quality level of the system, the ventilation unit component consists of an appropriate selection of the following functions:

- exhaust (damper, fan, silencer, filter, heat exchanger)
- supply (damper, fan, silencer, filter, by-passing of the heat exchanger, heating, cooling, humidifying, recirculating).

The air distribution is accomplished so that only one supply and one exhaust air duct enters the apartment. The exhaust air flow of the apartment or the ratio between the supply and exhaust air flows of the apartment are controlled by the air flow controller or the ventilation unit. Inside an apartment the exhaust air flows can be forced spatiotemporally. The increasing doesn't change the total air flows of the apartment.
The exhaust air flows inside the apartment are delivered by the room devices. Depending on the quality level, the room device component consists of an appropriate selection of the following functions:
- exhaust air terminal device (damper, measurement of air low rate, silencer, filter)
- supply air terminal device (measurement of air flow rate, damper, filter, heating, cooling, humidifying, silencer).

The pressure differences and air flows are regulated at the predetermined values by the means of the control unit component.

4.2 The characteristics of the hierarchical system

All the ventilation systems can be arranged to groups, as it can be seen in the table 2. The ductwork at the basic level is designed and built so that improving the quality level afterwards is possible inside the system group. Improving the quality level of the system is done at the sub-building, apartment or room level.
<table>
<thead>
<tr>
<th>FUNCTION</th>
<th>1. GROUP OF CENTRALIZED EXHAUST SYSTEMS</th>
<th>2. GROUP OF CENTRALIZED EXHAUST AND SUPPLY SYSTEMS</th>
<th>3. GROUP OF DECENTRALIZED EXHAUST AND SUPPLY SYSTEMS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LEVEL</strong></td>
<td><strong>FUNCTIONS AT THE SUB-BUILDING LEVEL</strong></td>
<td><strong>FUNCTIONS AT THE APARTMENT LEVEL</strong></td>
<td><strong>FUNCTIONS AT THE ROOM LEVEL</strong></td>
</tr>
<tr>
<td>Exhaust</td>
<td>Damper</td>
<td>Sound attenuator</td>
<td>Filter</td>
</tr>
<tr>
<td>Supply</td>
<td>Damper</td>
<td>Sound attenuator</td>
<td>Filter</td>
</tr>
</tbody>
</table>

Table 2. Groups of ventilation systems and the functions of the system at different levels.
5. DISCUSSION

The ventilation systems of the future dwelling-houses have to respond to the way of living, housing and building in the future.

The operational disturbances in the today's ventilation systems, such as the spreading of odours inside the apartments, stuffy indoor air and condensation on structures refer to the fact, that the ventilation systems are not capable of exhausting the impurities that come from the real household actions. That is because the local air flow rates are too small and the occupant has no possibility to adjust them more appropriate.

The key to the solution is a ventilation system with variable air flows, in which the ducts, fans and terminal devices are designed to operate at varying air flows. This kind of ventilation system has been simulated by calculations, and it is possible to create tables, with which the dimensioning of the systems will be easy and rapid in practice in the future.

The building technology R&D projects in Finland focus on new component based building system, in which bigger and more refined prefabricated structures are connected at site. The goal of the whole building sector should be to make the technical systems totally compatible. The ventilation branch itself will also benefit from the economic, qualitative and serviceability aspects of the component building.
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P. Hartmann (EMPA Duebendorf, Switzerland) You explain the requirements for future ventilation systems. What kind of heating systems will be combined with these systems?

M. Luoma (Technical Research Centre of Finland) The system can be separate (radiators) or it can be combined with ventilation (air heating). The systems under development will mainly not include heating.

G. Gottschalk (Institute fur Energietechnik, Zurich, Switzerland) Are you planning to adapt the components of Finnish heating and ventilation systems to be controlled from a central computer - i.e. the "smart home" concept? It might open new perspectives for energy management and optimised operation.

M. Luoma (Technical Research Centre of Finland) "The ventilation concept for future dwelling houses" research project concentrates on the technical components and operation of the ventilation systems. In this phase control by computer has not been developed.

C-A. Roulet (Ecole Polytechnique Federale de Lausanne, Switzerland) Which kind of "room device" do you plan to use to allow the occupants to change air flow rate?

M. Luoma (Technical Research Centre of Finland) There are some adjustable room devices available. The principle of operation involves adjustment of opening size. A more advanced "room device" operates with a new cascade control method (see paper by Rolf Holmberg: Spatiotemporal control of mechanical exhaust air ventilation). This device is not yet commercially available.

W. Raatschen (Dornier Systems GmbH, W. Germany) What ventilation rates are used in Finland to remove contaminants released by building materials and how have they evolved?

M. Luoma (Technical Research Centre of Finland) A ventilation rate of 0.5 air change/hour is needed to evacuate the contaminants released from the building materials. It is based on measurements and calculations.
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SYNOPSIS

The ventilation performance of a proposed naturally-ventilated court-room was predicted and assessed on a statistical basis with regard to the local meteorological conditions. Summertime ventilation was to be provided via an underfloor duct and controllable vents at roof levels, under the action of wind and buoyancy forces.

Wind pressure coefficients expected on the external facade of the building were obtained from wind tunnel measurements on a scale model. Treating the court-room as a single cell, a computer prediction program was used to determine ventilation flows into the building for various configurations of ventilation openings, and a range of meteorological conditions and internal temperatures. For each wind direction, ventilation flows versus windspeed were presented in a convenient compressed form, in which the temperature dependence was removed.

A new approach was developed to predict the statistical occurrence of design ventilation levels by using the above results with correlated frequency distributions of the local meteorological data.

1. INTRODUCTION

A Law Courts Complex, comprising of several Crown Courts and one County Court, is to be built at a site in Canterbury, and a requirement for this project is that, if possible, court-rooms are naturally ventilated and air conditioning is avoided.

The system for naturally ventilating the court-rooms depends primarily on introducing fresh air through underfloor ducts and venting contaminated air out through high level vents, under the action of stack and wind pressures. Design objectives require this system to provide the necessary fresh air for summertime conditions. Fresh air ventilation requirements are set at 1000 m³/hr and 2000 m³/hr for conditions representing average and full court-room occupancy patterns respectively.

The complexity of the building layout makes it very difficult, if not impossible, to use existing design guides¹,² to predict whether the court-rooms will be adequately ventilated. Computer models are therefore required. Computer prediction requires two major items of input data - leakage characteristics of the building fabric and the distribution of wind pressures on its external facade. If computer prediction is carried out with the intentional openings (vents, windows and ducts) opened, then it is possible to restrict input data to those components and neglect ‘background’ leakage through cracks etc.

Tabulated values of surface pressures are available for simple building forms¹,³. For more complex buildings, however, an individual wind tunnel test is needed. Within such a test, the buildings and the surroundings need to be modelled as faithfully as possible and then tested in a simulated airflow which represents that flowing over the corresponding full-scale terrain.

This paper begins by describing a wind tunnel test to measure surface wind pressures on a model of the proposed court complex. A single-cell computer prediction program then uses these measurements to determine ventilation flows into a typical court-room for various configurations of ventilation openings over a wide range of meteorological conditions and internal temperatures. It is shown that for each wind direction, ventilation flows versus windspeed can be presented in a convenient compressed form (an example is given), in which the temperature dependence is removed.
The paper concludes by describing a new approach developed to predict the statistical occurrence of design ventilation levels by considering the frequency distribution of the local meteorological data.

2. WIND TUNNEL TESTS

It is generally accepted that if the air flow in the wind tunnel conforms to certain conditions, then
- the pattern of flow,
- the distribution of wind speeds around a properly scaled model, and
- the distribution of wind pressures on the external surface of the model will be similar to that around a full-scale development.

The conditions required for this to be met are that:
- there should be an increase in velocity with height in the airstream similar to that of the atmospheric boundary layer (ABL) flowing over a terrain similar to that of the site under consideration, and
- there should be a distribution of scales of turbulence in the wind tunnel airstream similar to that on full scale with the size of the turbulent eddies reduced to match the model size.

Figure 1 shows a schematic view of the 2.00 m x 1.25 m BRE Environmental Wind Tunnel (EWT). In the EWT, a 1:250 length scale suburban boundary layer was simulated using a bi-planar grid and a saw-tooth fence to start the required layer and then letting it develop over eight metres of roughened surface. The simulated boundary layer then flows over and around the model which is placed on the turntable in the working area.

Constraints, such as the amount of detail that needed to be modelled, required the model to be a 1:150th representation of full-scale. The existing boundary-layer simulation was considered to be adequate, on the grounds that averaged pressures (in which we are interested) do not vary substantially with changes in length scales.

The model of the court complex (containing 47 surface pressure tappings) together with outlying buildings in its near vicinity was mounted on a 1.75 m diameter turntable. This was placed in the wind tunnel and rotated under computer control to simulate different wind directions.

All pressures measured were referenced to the dynamic pressure, \( P_D \), of the airstream measured at a location well upstream of the model under test. The height of the reference location was chosen by considering the anemometer height of the nearest meteorological station. This was set at a height of 12 cm (18 m full scale) representing the anemometer mast height at the meteorological station at Manston, 20 km ENE of Canterbury.

The pressure \( P_D \) in Pascals (Pa) is related to the wind tunnel reference velocity, \( U_{\text{ref}} \) in m/s, by the relationship

\[
P_D = \frac{1}{2} \rho U_{\text{ref}}^2
\]

where the density of air, \( \rho = 1.225 \text{ kg/m}^3 \).

Pressures, \( P \), measured at various surface pressure ports are then normalised by \( P_D \) to give the surface pressure coefficients, \( C_p \), such that
A valid assumption for this model, with well-defined edges where wind separates, is that the pressure coefficients so evaluated are independent of windspeeds used in subsequent calculations. This independence allows us to calculate any other pressure $P$ corresponding to a velocity $U$ by using the equation,

$$P = \frac{1}{2} \rho U^2 C_p$$

For this series of tests, the reference wind speed was set to about 6.5 m/s. The modelling procedure allows us to choose the velocity scaling as 1:1 so that windspeeds in the wind tunnel are equivalent to those at full scale. With the length scale of 1:150, the time scale is also 1:150.

Each pressure port was connected (under computer control) to a pressure transducer and the resulting analogue signal was digitised at a rate of 512 samples/sec for a 60-sec period. Each of the pressure ports therefore yielded for processing about 30,000 raw data values for every incident wind direction tested. On-line analysis computed each 60-second mean value together with other statistical information. It should be noted that the 1-minute mean values correspond to 150-minute averages in full scale.

After each test run, the turntable was rotated to a new wind direction and the above tests repeated. In all, tests were carried out at the 12 principal wind directions from 0° to 330°N in steps of 30°.

3. VENTILATION PREDICTION

A computer program was written which comprised of equations (Appendix) relating the airflow through each type of ventilation opening to the pressure difference across each opening. These pressure differences depend on the wind speed and direction and on the pressure coefficients exterior to the opening, and also on the temperature difference between the air in the room and that outside. The room air pressure is the unknown parameter to be found. The computer program uses an iterative procedure to repeatedly calculate the airflows through each of the openings until mass balance is satisfied for a unique choice of internal air pressure.

Figure 2 shows a sectional schematic drawing of one of the court-rooms used to derive the model. It consists of an underfloor duct, two mid-level windows on opposite faces and four high-level vents on each face of a podium-like structure. Though many open/closed combinations were tested, the configuration discussed in this paper relates to the case where both the windows and the windward vent are closed. The ‘windward vent’ is interpreted as the one for which the normal to its outward face is within 45° of the direction from which the wind is blowing.

It is necessary to compute the ventilation flow for wind blowing from each direction for a range of windspeeds and differences in air temperature between inside and outside of the court. To avoid generating a large and unmanageable set of data, the results need to be presented in a compressed form, in which the temperature dependence has been removed, without any loss in generality.

For each wind direction, all this information can be collapsed\(^4,5\), and the temperature dependence removed, by scaling both the ventilation flow $Q_v$ and the windspeed $U$ by the factor $1/(T_i - T_o)$, where $T_i$ and $T_o$ are the internal and outside air temperatures respectively. This approach was validated, over the current range of interest, for both $Q_v$
and the flow $Q_d$ through the duct. Results for the latter are shown in Figure 3a and it also should be noted that $Q_d$ is the likeliest source of ventilation to the occupied region.

Figure 3b shows a selection of results for $Q_d$, for 90° intervals, to include the only example for which there is a risk of stagnation of flow in the duct. Generally ventilation supplied via the duct is in excess of 2300 m$^3$/hr for all temperatures. The exception occurs for wind from direction 210° (SSW).

A 10°C temperature difference enables the requirement for part occupancy to be met for windspeeds less than approximately 5.2 m/s, and up to approximately 3.4 m/s for full occupancy. When the temperature difference is between 3 - 4°C, both requirements are met for windspeeds up to around 10 m/s.

4. STATISTICAL ASSESSMENT

The ventilation prediction carried out above, though specific to the court-room, makes no reference, however, to the local climatic conditions expected at the site. To assess whether or not adequate ventilation would be available in these court-rooms, further refinement of the results is necessary.

This was accomplished by combining the expected climatic conditions at the Chaucer site with the ventilation characteristics of the proposed ventilation configuration for the court-rooms, to give a statistical measure of how often various levels of ventilation could be expected. The results were further refined by constraining the analysis to the occupied hours between 0900 to 1800 hrs during the Spring/Summer months.

A measure of the climatic conditions at the site was obtained from the nearest meteorological station - Manston. Manston station lies on an airfield characteristic of open countryside terrain while the Canterbury site is more representative of a rural terrain with scattered windbreaks. This change of terrain means that wind speeds at the site would be reduced in comparison to that measured at Manston. Calculations indicate that windspeeds at the site would be 83% of that experienced at Manston.

For the period considered, Figure 4.a shows the percentage frequency of occurrence of wind direction at Canterbury. Though there is no dominant direction, there is a higher occurrence of winds from both NNE and from the SW. Average windspeed for the site is estimated as 5.6 m/s from Figure 4.b Similarly, the average outside air temperature is estimated as 17°C from Figure 4.c.

The ventilation performance of the court-rooms is determined both by wind pressure and buoyancy forces. Therefore, it is necessary to know the joint occurrence of both windspeed and outside air temperature. Consequently, the percentage occurrences of windspeed versus outside air temperature for each of the 30° sector wind directions was obtained for Manston, as shown in Table 1, for the example of northerly winds. Subsequently, windspeeds were corrected for Canterbury as discussed earlier.

Provided the internal temperature, $T_i$, of the court-room is decided, or can be maintained, it is a simple matter to determine the duct flow, $Q_d$, for a given choice of windspeed $U$ and outside air temperature, $T_o$, corresponding to the values given in the joint occurrence table (e.g. Table 1). The duct flow is computed from empirical fifth-order polynomials, shown below, which are curve-fits to the duct flow results:
\[ \dot{Q}_d = a_0 + a_1 \dot{U} + a_2 \dot{U}^2 + a_3 \dot{U}^3 + a_4 \dot{U}^4 + a_5 \dot{U}^5 \]

where,
\[ \dot{Q}_d = Q_d'/(T_i - T_o) \]
\[ \dot{U} = U'/(T_i - T_o) \]
\[ a_0, a_1, \ldots = \text{constants} \]

The percentage occurrence of each duct flow is then read from the Table and placed in bins corresponding to various intervals of duct flows. This allows a probability distribution to be gradually built up for each wind direction.

The procedure is repeated for each of the twelve wind directions until the final distribution is complete. This is then easily transformed into a cumulative distribution plot so that percentage exceedance of duct flows can be determined. A computer spreadsheet program was used to evaluate this distribution, and proved instructive for handling the large quantities of tabulated data involved.

Expected fresh air ventilation into the court-room was assessed for the occupied periods (0900 to 1800 hrs) during the Spring/Summer months. A constant internal temperature has been assumed; it is recognised that this is unrealistic where there is a close mutual interaction between ventilation and internal temperature. However, for a full analysis it is necessary to use a complex simulation model to calculate the internal temperature corresponding to all occurrences of external temperature, wind speed and wind direction, and then compute the ventilation rate for each combination, in an iterative manner. The feasibility of using such a simulation model in this way is being explored, but the difficulties should not be underestimated.

For the present purposes two internal temperatures were considered: a maximum design level of 25°C and the expected average (50% of the time) level of 21°C. Figures 5.a and 5.b show the expected percentage probability of exceedance of the duct flows for each of the two internal temperatures respectively. These results may be compared with the ventilation requirements stated above (Section 1).

5. CONCLUSIONS

Passive ventilation of one of the court-rooms to be built at Canterbury was assessed taking into consideration the meteorological conditions expected during the spring/summer months. The methodology introduced for dealing with meteorological data on a statistical basis represents a significant step forward. The analysis was constrained by considering the period (0900 to 1800 hrs) during which the court was expected to be occupied. Constant internal temperatures were assumed, with no mutual interaction with ventilation. This simplification of the actual ventilation mechanisms that will apply in the building when constructed will be examined in further studies.

With the windward upper-vent closed, the other three vents open and all mid-level windows closed, the expected percentage probability of exceedance of the duct flow was computed for each of the two internal temperatures respectively. With an internal temperature of 21°C, results indicate that ventilation requirement for either full or part occupancy is met for about 90% of the time. If the internal temperature rises to 25°C, the increase in the buoyancy effect increases the period of adequate ventilation to include nearly all the time that the court is occupied.
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APPENDIX

COMPUTER MODEL ALGORITHMS

The following expressions were used to calculate the airflow through each ventilation opening (element). These formed the basis of the computer program used.

The density of air flowing through any element is that of air either at the external or the internal temperature, depending on whether flow is directed either into or out from the building. This is signified by the sign of the pressure drop across the element, which is correspondingly either positive or negative. Volume flow balance is employed as the basis for the iteration procedure to obtain solutions for the flow through each element; for this purpose volume flow rates are computed as the equivalent flow rate of air at the external temperature.

Flow through ductwork

\[ \Delta P > 0 \text{ (flow into building):} \quad \Delta P < 0 \text{ (outflow from building):} \]

\[ Q_d = k \left( \frac{\Delta P}{p_0} \right)^{1/2} \quad Q_d = -k \left( \frac{\Delta P}{p_i} \right)^{1/2} \frac{p_i}{p_0} \]

where in both cases \( \Delta P = \frac{1}{2} p_0 U^2 (C_{pj} - C_{pi}) \). There is no buoyancy term as the duct is horizontal.

\( k \) is manually estimated beforehand using \( Q_f = k \left( \frac{\Delta P_f}{\rho_r} \right)^{1/2} \), where \( \Delta P_f \) is the sum of the pressure losses estimated across the various component parts of the ductwork for reference values of density, \( \rho_r \), and flow rate, \( Q_f \). Defined in this way, \( k \) is independent of the flow density. It should be noted that in this case \( Q_f \) was necessarily small, causing estimates of pressure loss to be very approximate.

Flow through windows and vents

\[ \Delta P > 0 \text{ (flow into building):} \quad \Delta P < 0 \text{ (outflow from building):} \]

\[ Q_j = A \ C_d \left( \frac{\Delta P}{1/2 p_0} \right)^{1/2} \quad Q_j = -A \ C_d \left( \frac{\Delta P}{1/2 p_i} \right)^{1/2} \frac{p_i}{p_0} \]

where in both cases \( \Delta P = \frac{1}{2} p_0 U^2 (C_{pj} - C_{pi}) - (p_o - p_i) g h \).

The 'internal pressure coefficient', \( C_{pi} \), has been introduced for convenience, and is defined as follows:

\[ C_{pi} = \left( \frac{p_i - p_o}{1/2 p_0} \right) U^2 \]

where:

\[ p_i = \text{static internal pressure} \]
\[ p_o = \text{static external pressure} \]
<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_j$</td>
<td>Open area of ventilation element (vent or window)</td>
</tr>
<tr>
<td>$C_d$</td>
<td>Discharge coefficient of ventilation element (vent or window)</td>
</tr>
<tr>
<td>$C_{pi}$</td>
<td>Internal pressure coefficient (see above)</td>
</tr>
<tr>
<td>$C_{pj}$</td>
<td>Pressure coefficient at location of ventilation element</td>
</tr>
<tr>
<td>$g$</td>
<td>Acceleration due to gravity</td>
</tr>
<tr>
<td>$h$</td>
<td>Height of lower extremity of ventilation element</td>
</tr>
<tr>
<td>$K$</td>
<td>Duct flow pressure-loss lumped parameter</td>
</tr>
<tr>
<td>$\Delta P$</td>
<td>Total pressure loss across a ventilation element</td>
</tr>
<tr>
<td>$Q_d$</td>
<td>Volume flow rate through duct</td>
</tr>
<tr>
<td>$Q_j$</td>
<td>Volume flow rate through vent or window</td>
</tr>
<tr>
<td>$Q_v$</td>
<td>Total volume flow rate into building</td>
</tr>
<tr>
<td>$Q$</td>
<td>Net volume flow rate into building</td>
</tr>
<tr>
<td>$\rho_i$, $\rho_o$</td>
<td>Internal and external air densities</td>
</tr>
<tr>
<td>TABLE 1</td>
<td>Frequency of occurrence of air temperature with wind speeds at Canbury</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------------------------------------------------</td>
</tr>
<tr>
<td></td>
<td>TOTALS</td>
</tr>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>3.0</td>
<td>0</td>
</tr>
<tr>
<td>5.0</td>
<td>0</td>
</tr>
<tr>
<td>8.0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
</tr>
</tbody>
</table>

**Mean hourly wind speed (Knots)**

<table>
<thead>
<tr>
<th></th>
<th>0.0</th>
<th>3.0</th>
<th>5.0</th>
<th>8.0</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

**Mean hourly wind direction (true)**
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<td>0</td>
</tr>
<tr>
<td>5.0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
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VENTS ON FOUR FACES (0.85 m² each face)

WINDOWS ON TWO FACES (5.75 m² each face)

UNDERFLOOR VENTILATION DUCT (k = 1.3 m²)

FIG. 2 Schematic representation of court-room
FIG. 3.a Collapsed curves: dependence on temperature-difference removed

FIG. 3.b Selection of results for 90° intervals
FIG. 4.a Frequency of occurrence - wind direction at Canterbury

FIG. 4.b Frequency of exceedence - wind speeds at Canterbury
FIG. 4.c Frequency of exceedence - air temperature at Canterbury
FIG. 5.a Probability of exceedence - duct flow for court at 25°C

FIG. 5.b Probability of exceedence - duct flow for court at 21°C
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C-A. Roulet (Ecole Polytechnique Federale de Lausanne, Switzerland)
Do you plan to verify your computations with tracer gas measurements?

R. Walker (Building Research Station, Garston, UK) Yes, we plan to follow up our predictions with measurements - the court has not yet been built.
MARKET ANALYSIS OF SENSORS FOR THE USE IN DEMAND CON- TROLLED VENTILATING SYSTEMS

WILLIGERT RAATSCHEN

Dornier System GmbH
Dept. MTES-AIVC
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D-7990 Friedrichshafen
ABSTRACT

In the framework of a project of the International Energy Agency (IEA), IEA-Annex XVIII - Demand Controlled Ventilating (DCV) Systems, which started in fall 1987, a review of the state of the art of already existing DCV systems and devices has been undertaken by all participating countries. This paper is concerned with air quality sensors which may be suitable to control air quality on demand.

The dominant contaminants are not only varying in different kinds of buildings (dwellings, schools, stores etc.) but also from room to room due to different ways of utilizing the spaces. Climatic and environmental differences will have a further impact on the DCV system.

In this context contaminants are discussed which have a dominant regime and impact on indoor air quality and which cannot be avoided by controlling the source. These are humidity, odours (indicator e.g. carbon dioxide CO₂), fumes, and tobacco smoke.

The working principles of various sensors are outlined and possibilities of application discussed.

1. INTRODUCTION

In the past and especially at this time efforts are to be seen to control the air exchange rate on demand particularly in buildings and rooms which have high fluctuations in occupancy, i.e. schools, theatres, assembly halls, kindergartens and office rooms. Although mechanical ventilation systems are common in those buildings, practical application of Demand Controlled Ventilating (DCV) Systems are rarely to be seen. Most DCV systems are in a research state. Often questions arise about what contaminants should be monitored and controlled for what kind of building and usage, where to measure the concentration, and what the benefits are.

Especially calculations on return-of-investment often turn out to be fatal for a DCV system, because the analysing equipment for the gases to detect are very expensive. But before one talks about energy savings, the main objective of a DCV system is to
supply occupants with an adequate quality of air and the building fabric with an atmosphere which is not harmful to it (moisture damages). The above stated topics are under discussion in the IEA-Annex 18 working group.

In this paper we are only concerned with the contaminants, which can practically be monitored in DCV systems and about reliable and low cost analysing devices, we'll call sensors to measure concentrations of contaminants as accurate as necessary and as cheap as possible.

2. WHAT CONTAMINANTS SHOULD BE MEASURED AND CONTROLLED

The final report of the IEA-Annex IX "Minimum Ventilation Rates" /1/ gives an overview about the various pollutants of indoor air. From this whole bulk of gases and particles we can avoid most of them by controlling the source, i.e. avoiding special building materials, paints and cleaning fluids. By that we mean formaldehyde, organics, microorganisms, particulates (except tobacco smoke) and also Radon where one may have to take additional actions.

The participating countries in the IEA-Annex 18 work group agreed also on to exclude combustion products of open fire-places. The remaining contaminants are also the main pollutants of concern listed in /1/ p. 179, table 11.1. These are water vapor, body odor and tobacco smoke.

2.1 Water Vapor

Occupants are sensitive to humidities below 30 % r.h. because of the dry out of the respiratory tract. They are not very sensitive to humidities between 30 and 100 % r.h. But high humidities are harmful to the building fabric. The level of humidity we should keep in a DCV system as a function of room temperature, k-value of exterior walls, and material properties of the interior wall surfaces will be the output of the IEA-Annex 14 working group, where the final report will be available in 1990. Although final results are of great interest the absolute value of r.h. is not of essential importance for this topic. Here we generally talk about possibilities to measure humidity with sensors and to control the humidity of the interior air. The finally defined threshold value can then be adjusted.
It has been proofed by several authors, collected in [1] that there is quite a good relationship between the respiration product CO₂ of humans and their production of body odor. Therefore, controlling CO₂ with a DCV system means, keeping body odor at a tolerable level. It has to be emphasized, that here only the occupant related CO₂ production is of importance and value. Many tolerable CO₂ levels have been reported in the past, which range between 600 and 2000 ppm. Unfortunately it is not always clear if this concentration means absolute CO₂ concentration (including atmospheric CO₂ content) or only CO₂ production caused by humans. For a first guideline table 1a gives some recommendations.

The next question, if CO₂ concentration in the air is measured, is how much does the ambient CO₂ concentration vary with time, location and environmental impacts. Because CO₂ is not harmful to humans in the ambient concentration range, it was of minor importance in the past. Therefore it has been continously measured over years only at some special places (usually weather stations). But there are continously measured data available from South-Germany from 14 locations including heavy industrialized areas. Table 2 gives ambient annual mean CO₂ levels for various towns.

We can summarize from that, that the ambient CO₂ level in Germany varies between 350 and 450 ppm. As proposed threshold limits for human generated CO₂ varies a lot according to table 1 outdoor fluctuations of 100 ppm are of minor importance. I.e., for human generated CO₂ it is sufficient to measure only the indoor concentration with an offset of the average ambient CO₂ concentration. Therefore, one way to track body odor is to use a CO₂ sensor. Another way is: odors mostly consist of non-oxidized gases. There are various sensors on the market which react on non-oxidized gases. Companies often offer them as air quality sensors. There is a responds of those sensors due to odors. But how well this relationship is established has not been proofed yet.
2.3 Tobacco Smoke

Wanner /2/ proposed 1983 to use the increase in CO due to tobacco smoke as a measure. This increase should be kept below 1-2 ppm. In his recently published paper in /1/ he didn't stick to the CO level as an indicator for tobacco smoke.

Looking at the ambient CO level table 3 indicates, that only in rural areas we get a fairly low and constant level, whereas we see great impacts due to traffic and industrialization in towns. Therefore, a detection of a tobacco smoke induced CO increase of 1-2 ppm is only possible with simultaneously monitoring the ambient level, which increases investment costs. To perform such a measurement in the required accuracy, high cost IR-analyses have to be used. There are no sensors on the market yet, which measure CO with an accuracy of 0.5 ppm in a range between 0-20 ppm selectively. For CO-sensors on the market the lowest detectable CO concentration is ~ 30 ppm.

In conclusion, to use a CO sensor as an indicator for tobacco smoke is not appropriate.

As tobacco smoke consists of more than thousand constituents, also non-oxidized gases, there is a significant response also to see from those semiconductor sensors we already discussed in chapter 2.2 to detect odors. To use them also for detection of tobacco smoke seems to be more appropriate and worth to check out.

3. WORKING PRINCIPLES OF SENSORS

The following characteristics of a specific sensor technology are based on product information and various references about sensors and not on own experience.

3.1 Rel. Humidity:

For the measurement of rel. humidity hair and polyethylene-stripe hygrometers, capacitive and semiconductor sensors, and lithium chloride sensors are mainly in use.
3.1.1 Hair and polyethylene-stripe hygrometers

Hair hygrometers change their length for about 2 % for a humidity change from 0 to 100 % r.h.. Also other hygroscopic materials like silk, cotton and synthetic materials are in use. A disadvantage is the necessity of recalibration and for elasticity reasons the placement of the hygrometer in humid air. Hysteresis is between 2-5 %. The length change of the sensor stripe often works on a PT 100-Potentiometer to give the required analogous electric output signal.

3.1.2 Capacitive Hygrometers

They use a humidity sensitive folio which is placed between 2 electrodes. A change in relative humidity will cause a capacity change. Additional electronics (beside the sensor) is needed to get an analogous output signal in Ohm, Ampere or Volt. Linearization and temperature compensation is often necessary. Capacitive humidity sensors are depending on accuracy and response time fairly cheap. Unfortunately they are sensitive to contaminated air (dust, organics).

3.1.3 Conductance-film Hygrometer

An electrode is placed on a plastic ground plate and covered with a hygroscopic layer, where the conductivity changes with humidity. The result is a change of the electric current. This sensor type should have high accuracy and short response times, no recalibration or maintenance.

3.1.4 Lithiumchloride sensor

Uses thermodynamic equilibrium between humid air and a salt solution. The lithium chloride solution absorbs so much water from the air till the total pressure of the solution is the same as the partial pressure of water vapor in the air. Accuracy is between 1-3 %

3.2 Carbondioxide, CO₂

To measure CO₂ in air selectively with a sensor, all designed sensors use infrared (IR) absorption. There are actually only two types of CO₂ sensors available at this time.
3.2.1 Photoacoustic CO₂ Sensor

The sensor consists of a light source, an infrared filter, a cell, and a microphone. A filter in front of the light source takes care that only the wave lengths according to the absorption spectrum of CO₂ can enter the cell with the room air. In the cell the CO₂ molecules absorb the infrared light as a function of their concentration. The absorbed energy increases the vibration energy of the molecules, which leads to more pulses between molecules. The generated acoustic field is measured by a microphone and transformed with a scoring electronic unit. Long term experience does not exist at that time, but a calibration checking is recommended every 1.5 years.

3.2.2 Photometric CO₂ Sensor

Light is emitted through a cell, reflected at a mirror and received by a special detector, which sends the signal to a microprocessor. The microprocessor does a height and temperature correction and produces an analogous output signal.

Cross sensitivities of both sensors are fairly small. Accuracy is between 10 and 100 ppm. Response times are about 3 min.

3.3 Mixed Gas Sensors

For controlling air quality in buildings, homogenous metal-oxide semiconductor sensors and catalytic gas sensors are in use.

3.3.1 Homogenous metal-oxide Sensor

They consist of pure metaloxide compounds (n-type: SnO₂, ZnO, ZrO₂, Fe₂O₃; p-type: CuO, NiO, CoO) where the total conductivity changes due to the reaction of reactive gases with chemisorbed oxygen at the surface. The n-type sensors react on combustible (non-oxidized) gases like CO, H₂, and alcohols. Also most human generated odors belong to that group and are detected. The sensors are heated up to 100-500°C. The structure of the semi-conductor layer can be threefold polycrystalline, thin-layer technic, mono crystalline. Polycrystalline sensors are mainly made on SnO₂-basis. Advantages are simple
production and universal application. Disadvantages are response times of some minutes, high cross sensitivities to air humidity and long term drift. Also using thin-layer technic response times are in the range of some minutes with a fairly high influence of humidity. The advantage of the thin layer is the high sensitivity to simple gases like H$_2$S, CO, NO, CH$_4$ and C$_2$H$_6$OH. Cross sensitivities can be avoided by variation of the working temperature. But reproducibility and long term stability is yet not satisfying enough.

3.3.2 Mono-crystalline Sensors

Most sensors are in a developing state. Obtained results indicate good and reproducible quantitative properties. Only disadvantage are the high costs.

Tables 4a-e show the results of a sensor-market analysis. Listed are only the main features of the sensors or of the whole measuring device (sensor + additional electronics). Further information can be requested at the companies, from which addresses are listed in table 4f.

Discussion:

How well sensors work in practise and how well they are suited to control the specific contaminant has to be investigated next. There has been performed a lot of sensor testing in various companies which look for nacked sensors to add the necessary electronics to sell but unfortunately these results have not been published and valuable information is not accessible. It is necessary to test sensors under defined conditions in the future. To guarantee a good indoor air quality on one hand and to keep investment costs at a minimum on the other hand it is essential to investigate contaminant dispersal and the dominant pollutant in the room and in the whole building to answer questions about what, where and how many sensors have to be installed /4/. 

Summary

Contaminants to control iaq are - depending on the type of building - humidity, carbon dioxide as indicator for body odor, and tobacco smoke. The various working principles are briefly outlined. The sensors are tabulated and characterized according to company specification.
References:


/3/ N.N. Statistische Berichte, Statistisches Landesamt Baden-Württemberg Artikel-Nr. 3611 87008 vom 02.12.1987


/5/ N.N. Umwelt 1/82
<table>
<thead>
<tr>
<th>Country</th>
<th>MAC ppm</th>
<th>Peak limit ppm</th>
<th>Ref.</th>
<th>MIC ppm</th>
<th>Ref. AIC ppm (absolute)</th>
<th>Ref.</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>5000</td>
<td>-</td>
<td>21</td>
<td>-</td>
<td>3500/800</td>
<td>22/23</td>
<td>CO₂ level not used as indicator for body odors</td>
</tr>
<tr>
<td>Denmark</td>
<td>*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>5000</td>
<td>2 x MAC</td>
<td>8</td>
<td>-</td>
<td>1000/1500 max.</td>
<td>24/24</td>
<td>Pettenkofer-value used to establish necessary AIC-air flow rates</td>
</tr>
<tr>
<td>Finland</td>
<td>5000</td>
<td>5000 (15 min)</td>
<td>1</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>1500</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>5000</td>
<td>MAX + 25 % (15 min)</td>
<td>3</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>5000</td>
<td>10000</td>
<td>4</td>
<td>-</td>
<td></td>
<td></td>
<td>supply air 1/10 of MAC /5/</td>
</tr>
<tr>
<td>Switzerland</td>
<td>5000</td>
<td>-</td>
<td>6</td>
<td>-</td>
<td>1000-1500</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>U.K.</td>
<td>5000</td>
<td>15000 (10 min)</td>
<td>17</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S.A.</td>
<td>5000</td>
<td>-</td>
<td>21</td>
<td>-</td>
<td>1000</td>
<td>20/21</td>
<td></td>
</tr>
<tr>
<td>Columbus Space station</td>
<td>4000</td>
<td>-</td>
<td>19</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* no values obtained

References are separately listed in table I.
<table>
<thead>
<tr>
<th>Country</th>
<th>Minimum Exposure Limit (ppm)</th>
<th>Maximum Concentration Limit (ppm)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>11</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>USA</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>New Zealand</td>
<td>12</td>
<td>20</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
- Minimum Exposure Limit (ppm): The lowest concentration of a substance that can be tolerated for a prolonged period of time without harm to health.
- Maximum Concentration Limit (ppm): The highest concentration of a substance that can be tolerated for a prolonged period of time without harm to health.
- Notes: Additional information or conditions related to the concentration limits.
**Table 1c: Maximum Concentration Level for Nitrous Dioxide (NO₂) in Buildings in Different Countries**

<table>
<thead>
<tr>
<th>Country</th>
<th>MAC</th>
<th>Peak limit</th>
<th>Ref.</th>
<th>MIC</th>
<th>Ref.</th>
<th>AIC</th>
<th>Ref.</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>3</td>
<td>5 (15 min)</td>
<td>21</td>
<td>-</td>
<td>0.19</td>
<td>0.052</td>
<td>20</td>
<td>offices</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>homes</td>
</tr>
<tr>
<td>Denmark</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>5</td>
<td>2xMAC, 5 min average</td>
<td>8</td>
<td>0.1-1/2 h</td>
<td>0.05-24 h</td>
<td>9</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>2</td>
<td>5, 15 min</td>
<td>4</td>
<td>-</td>
<td>0.2</td>
<td>0.15</td>
<td>12</td>
<td>supply air 1/10 of MAC, max. value for 24 h /5/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>3</td>
<td>-</td>
<td>6</td>
<td>0.04-24h a)</td>
<td>0.05 b)</td>
<td>0.16 c)</td>
<td>16 (d)</td>
<td>a) value ought to be exceeded only once a year b) 95% of 1/2 h mean values of a year c) annual arithmetic mean d) there are no building regulations for kitchens with gas-powered furnaces</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.K.</td>
<td>3</td>
<td>5 (10 min)</td>
<td>17</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
<td>offices</td>
</tr>
<tr>
<td>U.S.A</td>
<td>3</td>
<td>5 (15 min)</td>
<td>21</td>
<td>-</td>
<td>0.19</td>
<td></td>
<td></td>
<td>offices</td>
</tr>
<tr>
<td>WHO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AIC: Guideline value, based on effects other than cancer or odor/annoyance</td>
</tr>
</tbody>
</table>

* no values obtained

References are separately listed in table 1f
### Table 1d: Maximum Concentration Level for Hydrocarbons (\(I_{C,N}\)) in Buildings in Different Countries

<table>
<thead>
<tr>
<th>Country</th>
<th>MAC</th>
<th>Peak limit</th>
<th>Ref.</th>
<th>MIC</th>
<th>Ref.</th>
<th>AIC</th>
<th>Ref.</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Denmark *</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.05</td>
<td>15</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.16</td>
<td>12</td>
<td>-</td>
<td>-</td>
<td>supply air 1/10 of MAC, max. value for 3 h /5/</td>
</tr>
<tr>
<td>Switzerland</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>U.K.</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>U.S.A</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

* no values obtained

References are separately listed in table 1f
### Table 1:

**MAXIMUM CONCENTRATION LEVEL FOR FORMALDEHYDE (HCHO) IN BUILDINGS IN DIFFERENT COUNTRIES**

<table>
<thead>
<tr>
<th>Country</th>
<th>MAC Level</th>
<th>MAC concentration</th>
<th>MAC peak limit</th>
<th>MAC average limit</th>
<th>AIC MAC</th>
<th>AIC peak limit</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canada</td>
<td>1</td>
<td>2 (15 min)</td>
<td>21</td>
<td>-</td>
<td>0.06</td>
<td>0.1</td>
<td>20, 22</td>
</tr>
<tr>
<td>Denmark</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1</td>
<td>2xMAC, 5 min average</td>
<td>8</td>
<td></td>
<td>0.12</td>
<td>0.24</td>
<td>11</td>
</tr>
<tr>
<td>Finland</td>
<td>-</td>
<td>1 (15 min)</td>
<td>1</td>
<td>-</td>
<td>0.01-0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Norway</td>
<td>1</td>
<td>+100% (15 min)</td>
<td>3</td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>0.5</td>
<td>1 (15 min)</td>
<td>4</td>
<td>0.1</td>
<td>0.01-0.05</td>
<td>5, 10</td>
<td>AIC-safety factor for avoiding annoyance: 10/5/</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1.0</td>
<td></td>
<td>6</td>
<td>0.2</td>
<td>0.1</td>
<td>7.3</td>
<td></td>
</tr>
<tr>
<td>U.K.</td>
<td>2</td>
<td>2 (10 min)</td>
<td>17</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>U.S.A</td>
<td>1</td>
<td>2 (15 min)</td>
<td>21</td>
<td>0.06</td>
<td>0.1</td>
<td>0.08</td>
<td>10</td>
</tr>
<tr>
<td>WHO</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.1</td>
<td>0.08</td>
<td>10</td>
</tr>
</tbody>
</table>

* no data obtained

References are separately listed in table 1f

1 ppm = 1.231 $\times 10^{-6}$ (at 1 bar, 293 K)
Table 1f: Literature to tables la-e:

/1/ Air impurities in work place air, Safety bulletin, 1. National Board of Labor Protection, 1981

/2/ Emilia-Romagna Regional Technical Code, Ed. Franco Angeli, Milano

/3/ Administration normer for forurensning i arbeids atmosfær, 1984


/6/ Arbeitsschutzsicherheit; Dok. SUVA, 1987

/7.1/ IEA Annex IX, literature review, 1983, p. 12-20

/7.2/ page 28

/7.3/ page 35-43

/8/ Maximale Arbeitsplatzkonzentrationen und biologische Arbeitsstofftolleranzwerte 1986, VCH-Verlag, Weinheim
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/10/ WHO Guidelines
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/15/ USA National Air Ambient Quality Standards of EPA

/16/ Immissionsgrenzwerte für Luftschadstoffe, Schriftenreihe Umweltschutz Nr. 52; Bundesamt für Umweltschutz, 1986.

/17/ Guidance Note EH 40 "Occupational Exposure Limits", Health and Safety Executive, updated annually

/18/ Joint Airworthiness Requirements, JAR-25.831

/19/ ESA Columbus System Requirements COL-RQ-ESA-001, page 2, section 4.10


/21/ TLVs "Threshold Limit Values and Biological Exposure Indices for 1986-87, American Conference of Governmental Industrial Hygienists, 1986 6500 Glenway, Cincinnati, Ohio

/22/ Exposure Guidelines for Residential Indoor Air Quality, Federal-Provincial Advisory Committee on Environmental and Occupational Health, April 1987, Canada

/23/ Ontario Ministry of Labour Guideline
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### Table 2: CO\textsubscript{2} Concentration at Different Locations in Germany in August 1987 /3/

<table>
<thead>
<tr>
<th>Location</th>
<th>monthly mean of half hour mean values in ppm</th>
<th>annual mean from Sept. '86 to Aug. '87 in ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freiburg-West</td>
<td>350 (424)*</td>
<td>388</td>
</tr>
<tr>
<td>Weil am Rhein</td>
<td>354 (4522)</td>
<td>363</td>
</tr>
<tr>
<td>Mannheim-Mitte</td>
<td>353 (447)</td>
<td>380</td>
</tr>
<tr>
<td>Eggenstein</td>
<td>355 (463)</td>
<td>370</td>
</tr>
<tr>
<td>Heilbronn</td>
<td>358 (455)</td>
<td>378</td>
</tr>
<tr>
<td>Ludwigsburg-Mitte</td>
<td>313 (452)</td>
<td>362</td>
</tr>
<tr>
<td>Stuttgart-Zuffenhausen</td>
<td>355 (446)</td>
<td>378</td>
</tr>
<tr>
<td>Stuttgart-Mitte</td>
<td>400 (462)</td>
<td>381</td>
</tr>
<tr>
<td>Stuttgart-Hafen</td>
<td>359 (442)</td>
<td>384</td>
</tr>
<tr>
<td>Stuttgart-Bad Cannstatt</td>
<td>358 (453)</td>
<td>378</td>
</tr>
<tr>
<td>Esslingen</td>
<td>371 (498)</td>
<td>385</td>
</tr>
<tr>
<td>Plochingen</td>
<td>331 (456)</td>
<td>354</td>
</tr>
<tr>
<td>Göppingen</td>
<td>364 (509)</td>
<td>373</td>
</tr>
<tr>
<td>Reutlingen</td>
<td>358 (480)</td>
<td>373</td>
</tr>
<tr>
<td>Aalen-Wasseralfingen</td>
<td>348 (513)</td>
<td>359</td>
</tr>
<tr>
<td>Ulm</td>
<td>365 (487)</td>
<td>377</td>
</tr>
</tbody>
</table>

* values in brackets are 1/2 hour mean max. levels

### Table 3: Atmospheric CO-Concentrations /5/

<table>
<thead>
<tr>
<th>CO-Conc., ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>natural base level</td>
</tr>
<tr>
<td>rural areas</td>
</tr>
<tr>
<td>industrial areas</td>
</tr>
<tr>
<td>downtown level with heavy traffic</td>
</tr>
</tbody>
</table>

highest level reported for Augsburg, Aug.'87 was 17.9 ppm
<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>range</th>
<th>accuracy</th>
<th>long term stability/calibration/gen. remarks</th>
<th>stability/drift/cross sensitivity</th>
<th>output</th>
<th>size</th>
<th>prize</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Valvo/2322 691 9001/sensor only</td>
<td>capacitive</td>
<td>10-90</td>
<td>± 2</td>
<td>-/not necessary</td>
<td>-0.1% r.H./K</td>
<td>additional electronics necessary</td>
<td>16x23x17mm</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Murata/HOS 103 sensor only</td>
<td>resistance change</td>
<td>60-100</td>
<td>-</td>
<td>the sensor seems to be used only for dew point detection (Video recorders)</td>
<td>-</td>
<td>ohm, no linear output signal, constant below 60 % r.H.</td>
<td>7x6x1mm</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Murata/HOS 201 sensor only</td>
<td>resistance change</td>
<td>50-100</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>ohm</td>
<td>Ø16x10 mm</td>
<td>7.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Coreci/CCH/</td>
<td>capacitive</td>
<td>0-98</td>
<td>&lt;1 at 5&lt;90%</td>
<td>-/-water droplets cause wrong output signals for short times</td>
<td>-/-</td>
<td>oscillatory circuit necessary</td>
<td>6x6x1.5mm</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Rotronic/DMS-100/hygrolyt</td>
<td>electrolytic solution</td>
<td>0-95</td>
<td>± 1.5</td>
<td>good/6-12 months resistant against agressiv contaminants</td>
<td>good/0.1% r.H.</td>
<td>Impedance change add. electronics necessary</td>
<td>10x5,5x3.3 mm</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Rotronic/C83/hygromer</td>
<td>capacitive</td>
<td>0-100</td>
<td>± 1.0</td>
<td>good/6-12 months</td>
<td>&lt;0.5%/&lt;0.5%</td>
<td>add. electronics necessary</td>
<td>20x6x0.2mm</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Addresses are listed in table 4f
<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>range</th>
<th>accuracy</th>
<th>stability/calibration/general remarks</th>
<th>output</th>
<th>size/weight</th>
<th>prize $</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Coreci/CHTAC humidity+temp.</td>
<td>CCM/capacitive</td>
<td>5-98</td>
<td>±2 at 10°C</td>
<td>stable/no/</td>
<td>4-20 mA for hum. + temp.</td>
<td>357x125x80 mm 500 gr.</td>
<td>705</td>
</tr>
<tr>
<td>2.</td>
<td>Galltec/ PG120 Pt100/ humidity + temperature</td>
<td>polyester stripes, resistance</td>
<td>0-100</td>
<td>±0.5% r.H. at Δθ=70K/6-12 months</td>
<td>-0.25% r.H./K/no calibration in clean air/-</td>
<td>in Ohm</td>
<td>128x74x49 mm 200 gr.</td>
<td>290 1-9 items 260 10-19 items 165 20-50 items</td>
</tr>
<tr>
<td>3.</td>
<td>Rotronic/ YA100/hum. + temp.</td>
<td>capacitive hygrometer CS3</td>
<td>0-100</td>
<td>±0.5% r.H. at Δθ=70K/6-12 months</td>
<td>0±1V hum., -0.5±1.5V temp.</td>
<td>195x825 mm 150 gr.</td>
<td>630</td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Ahlborn/F 80</td>
<td>plastic stripe</td>
<td>0-100</td>
<td>±2.5</td>
<td>-/-/sensor can be cleaned with soap water, usually no maintenance</td>
<td>100-138.5 ohm</td>
<td>600 gr</td>
<td>255</td>
</tr>
<tr>
<td>5.</td>
<td>Driesen/ HBM 20 U</td>
<td>Humicap capacitive from Vaisala (SF)</td>
<td>0-100</td>
<td>&lt;3</td>
<td>-/-/membrane filter for sensor protection</td>
<td>0-1 V 0-5 V 0-10 V 0-20 mA</td>
<td>-</td>
<td>340</td>
</tr>
<tr>
<td>6.</td>
<td>HY-Cal/ CT 828-A</td>
<td>-</td>
<td>0-100</td>
<td>±3</td>
<td>-/-/time const. 50 s; sensor washable</td>
<td>4-20 mA</td>
<td>110x70x40 mm</td>
<td>-</td>
</tr>
<tr>
<td>7.</td>
<td>Vaisala/ HMP 123b/ hum. + temp.</td>
<td>thinfilm</td>
<td>0-100</td>
<td>&lt;2</td>
<td>-/-/</td>
<td>0-20 mA</td>
<td>Ø12x65 mm</td>
<td>550</td>
</tr>
<tr>
<td>8.</td>
<td>Landis &amp; Gyr/ QFA 62.2</td>
<td>capacitive Valvo sensor</td>
<td>20-90</td>
<td>-</td>
<td>-/-/</td>
<td>0-10 V</td>
<td>-</td>
<td>180</td>
</tr>
<tr>
<td>9.</td>
<td>Landis &amp; Gyr/ QFA 62.1</td>
<td>capacitive Valvo sensor</td>
<td>2-90</td>
<td>-</td>
<td>-/-/</td>
<td>0-10 V</td>
<td>-</td>
<td>195</td>
</tr>
</tbody>
</table>
"COMPLETE SENSING DEVICES" (SENSOR + ELECTRONIC CONVERTER + ANALOG OUTPUT) FOR RELATIVE HUMIDITY

(CONTINUED ....)

<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>range % r.H.</th>
<th>accuracy % r.H.</th>
<th>stability/calibration/general remarks</th>
<th>output</th>
<th>size/weight</th>
<th>prize</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.</td>
<td>Landis &amp; Gyr/QFM 61.1 abs. humidity</td>
<td>hygroscopic stripe</td>
<td>0-20g/kg</td>
<td>-/-/-/-</td>
<td></td>
<td>0-10V</td>
<td>-</td>
<td>570</td>
</tr>
<tr>
<td>11.</td>
<td>Landis &amp; Gyr/QFM 61</td>
<td>Rotronic capacitive sensor</td>
<td>0-100</td>
<td>± 2</td>
<td>-/-/for higher requirements</td>
<td>0-10V</td>
<td></td>
<td>1075</td>
</tr>
<tr>
<td>12.</td>
<td>Centra Bürkle/HKT 1/humidity + temperature</td>
<td>capacitive NTC (temp.)</td>
<td>10-90</td>
<td>± 3</td>
<td>max. 0.1 % r.H/K/-/-</td>
<td>0-10V</td>
<td>283x965</td>
<td>305</td>
</tr>
</tbody>
</table>

Addresses are listed in table 4f
Table 4c: COMPLETE SENSING DEVICES FOR "CARBON DIOXID (CO₂)"

<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>range ppm.</th>
<th>accuracy</th>
<th>stability/calibration/general remarks</th>
<th>output</th>
<th>size/weight</th>
<th>prize $</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Sauter/EGQ 10 F001/CO₂, selective</td>
<td>non-dispersive infrared absorpt.</td>
<td>0-2000</td>
<td>± 100 ppm.</td>
<td>weak influence of hum. + temp./5 years/appr. available July'88</td>
<td>0-10 V</td>
<td>120x120x60mm</td>
<td>520</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0-6000</td>
<td></td>
<td></td>
<td>0-20 mA</td>
<td>200 gr.</td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Aritron/AROX 425AB2E3</td>
<td>infrared with microphone</td>
<td>35-2000</td>
<td>-</td>
<td>+0.3 % FS/°C +0.05 % FS/% r.H. every 18 months</td>
<td>0-10 V</td>
<td>188x110x70mm</td>
<td>720-1400 depending on country and relativ</td>
</tr>
<tr>
<td>3.</td>
<td>AF-Energi/prototype/exp. with Lund University</td>
<td>infrared absorpt.</td>
<td>0-2000</td>
<td>± 20 ppm short time &lt; 200 ppm after 2 months</td>
<td>4-20 mA</td>
<td>-</td>
<td>330</td>
<td></td>
</tr>
</tbody>
</table>

Addresses are listed in table 4f
Table 4d: SENSORS AND COMPLETE SENSING DEVICES FOR "CARBON MONOXIDE (CO)" DETECTION

<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>range ppm.</th>
<th>accuracy</th>
<th>stability/calibration/general remarks</th>
<th>output</th>
<th>size/weight</th>
<th>prize $</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Unitronic/ TGS 712D</td>
<td>thin film produced by Figaro/ Japan</td>
<td>20-200</td>
<td>-</td>
<td>-/-/working temp. at 200°C</td>
<td>ohm</td>
<td>Ø20x23mm</td>
<td>44 sensor only</td>
</tr>
<tr>
<td>2.</td>
<td>Unitronic/ TGS 711</td>
<td>thin film (Figaro/ Japan)</td>
<td>50-500</td>
<td>-</td>
<td>-/—</td>
<td>ohm</td>
<td>Ø20x21mm</td>
<td>43 sensor only</td>
</tr>
<tr>
<td>3.</td>
<td>Unitronic/ TGS 203</td>
<td>thin film</td>
<td>50-200</td>
<td>depends on sensitivity of circuit</td>
<td>temp. compensation included</td>
<td>ohm</td>
<td>-</td>
<td>130 a)</td>
</tr>
<tr>
<td>4.</td>
<td>Unitronic TGS 100 + TBS 800</td>
<td>Figaro sensor</td>
<td>several ppm or above</td>
<td>-</td>
<td>-/-/suited for CO, H₂, cigarette smoke, gasoline vapor, etc.</td>
<td>ohm</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td>5.</td>
<td>Unitronic TGS 812</td>
<td>thin film</td>
<td>-</td>
<td>-/—used for smoke and alcohol detection</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>6.</td>
<td>Preussag */—/</td>
<td>Figaro sensor</td>
<td>0-45</td>
<td>-</td>
<td>—/—</td>
<td>digital</td>
<td>-</td>
<td>100 sensor only 710 complete device</td>
</tr>
<tr>
<td>7.</td>
<td>Endrich/ NAP-11A/</td>
<td>Semi-conductor</td>
<td>50-</td>
<td>-</td>
<td>—/—/—/—</td>
<td>ohm</td>
<td>Ø17x25 mm</td>
<td>25</td>
</tr>
</tbody>
</table>

a) price includes the sensor, the temp. compensation and IC-unit (FIC 5401)

Addresses are listed in table 4f
### Table 4e: SENSORS AND CONTROLLING DEVICES FOR "ODOR DETECTION" (MOSTLY BASED ON THE AMOUNT OF NON-OXIDIZED GASES)

<table>
<thead>
<tr>
<th>No.</th>
<th>Company/Sensor Type/remark</th>
<th>kind of sensor</th>
<th>stability/calibration/general remarks</th>
<th>output</th>
<th>size/weight</th>
<th>prize $</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Staefa/FRA-Q1/</td>
<td>semiconductor</td>
<td>sensitive to changes in air velocity/ no need/-</td>
<td>0-10 V</td>
<td>10x10x1 cm 50 gr</td>
<td>200</td>
</tr>
<tr>
<td>2a</td>
<td>Landis &amp; Gyr/ QPA 61.1/ sensor only</td>
<td>semiconductor heated</td>
<td>-/-/-</td>
<td>0-2.5 mA</td>
<td>100x81x32mm 140 gr</td>
<td>140-240 (D)-(I)</td>
</tr>
<tr>
<td>3b</td>
<td>Landis &amp; Gyr/ SER 61.1 complete controller unit</td>
<td>QPA 61.1</td>
<td>-/-/0-100 % air quality adjustable</td>
<td>0-10 V</td>
<td>-</td>
<td>220</td>
</tr>
<tr>
<td>3.</td>
<td>Staefa/FR-G4/ sensor RNO 92/ controller</td>
<td>TGS 812 from Figaro semiconductor</td>
<td>sensitive to temp. /-/ signal increases with odors or tobacco smoke</td>
<td>0-20 V</td>
<td>80x80x22mm 185x133x51mm</td>
<td>120 sensor only 375 complete controller</td>
</tr>
<tr>
<td>4.</td>
<td>Centra/ CR-LQR1</td>
<td>semiconductor</td>
<td>0-10 V</td>
<td>0-10 V</td>
<td>166x75x34mm</td>
<td>212-380 (D)-(I)</td>
</tr>
<tr>
<td>5.</td>
<td>Sauter/BEQ1- F001/sensor ERQ1- F001/ sensor + controller</td>
<td>Figaro</td>
<td>&lt;1%/°C; &lt;0.3%/% r.H. /-/ manual set-point switch at ERQ1 (external one possible), 30 &lt; &lt; 70% r.H.</td>
<td>0-10 V</td>
<td>70x70x50 mm 100 gr</td>
<td>175</td>
</tr>
<tr>
<td>6.</td>
<td>Unitronic/ F3801+F3013 from Figaro</td>
<td>semiconductor</td>
<td>~/no/microcomputer enables simulation close to human olfaction</td>
<td>0-20 mA 5 levels</td>
<td>70x50x20 mm 100x70x35 mm</td>
<td>not yet available device sold in Japan</td>
</tr>
</tbody>
</table>

Addresses are listed in table 4f
<table>
<thead>
<tr>
<th>Company Name</th>
<th>Address Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF Energi Malmö</td>
<td>AF-Energi Malmö</td>
</tr>
<tr>
<td>Ahlborn</td>
<td>Ahlborn M+R, Eichenfeldstr. 1-3, P.O. Box 1260, D-8150 Holzkirchen 08024-5019</td>
</tr>
<tr>
<td>Andros</td>
<td>Andros, USA</td>
</tr>
<tr>
<td>Aritron</td>
<td>Aritron AG, Lohwiss-Str.30, CH-8123 Ebmatingen 01-9803381, Vogtle Malanca, Via Battaglia, I-40 Milano</td>
</tr>
<tr>
<td>Centra</td>
<td>Centra-Bürkle GmbH, P.O. Box 1164, D-7036 Schönaich, 07031-557-01</td>
</tr>
<tr>
<td>Coreci</td>
<td>Coreci GmbH, P.O. Box 1570, D-7830 Emmendingen, 07641-8365</td>
</tr>
<tr>
<td>Driesen</td>
<td>Driesen+Kern, P.O. Box 1126, D-2000 Tangstedt, 04109-6633</td>
</tr>
<tr>
<td>Galltec</td>
<td>Galltec GmbH, Boschstr. 4, D-7031 Bondorf, 07457-8158</td>
</tr>
<tr>
<td>HY-Cal</td>
<td>HY-Cal Engineering, 9650 Telstar Ave, El Monte, California 91731-3093, USA</td>
</tr>
<tr>
<td>Landis &amp; Gyr</td>
<td>Landis &amp; Gyr, Friesstraße 20-24, D-6000 Frankfurt 60, 069-4002-0, Landis &amp; Gyr, Via Rondoni 1, Milano, 02-4248, Landis &amp; Gyr, Baarmatte, CH-6300 Zug, 042-334545</td>
</tr>
<tr>
<td>Murata</td>
<td>Murata Erie Electronic GmbH, Kreuzsteinstr. 1A, D-8500 Nürnberg 52, 0911-66870</td>
</tr>
<tr>
<td>Preussag</td>
<td>Preussag AG, P.O. Box 1260, D-2060 Bad Oldesloe, 04531-8030</td>
</tr>
<tr>
<td>Rotronic</td>
<td>Rotronic AG, Badenerstr. 435, CH-8040 Zürich, 01-4971111</td>
</tr>
<tr>
<td>Sauter</td>
<td>Sauter Cumulus GmbH, Hans-Bunte-Str.15, D-7800 Freiburg, 0761-5105-0, Sauter, Im Surinam, CH-4016 Basel, 061-695 55 55</td>
</tr>
<tr>
<td>Siemens</td>
<td>Swedish representative is Nissmo AB</td>
</tr>
<tr>
<td>Staefa</td>
<td>Staefa Control System GmbH, Humboldstr. 30, D-7022 Leinfelden-Echterdingen, 0711-7987-0, Staefa Control Systems, Laubisrütistr.50, CH-8712 Staefa, 01-9286111</td>
</tr>
<tr>
<td>Unitronic</td>
<td>Unitronic GmbH, Talstr. 172, D-7024 Filderstadt, 0711-704011</td>
</tr>
<tr>
<td>Valvo</td>
<td>Valvo, P.O. Box 106323, D-2000 Hamburg 1, 040-3296-556</td>
</tr>
<tr>
<td>Vaisala</td>
<td>Vaisala, P.O. Box 26, SF-00421 Helsinki</td>
</tr>
</tbody>
</table>
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VENTILATION DESIGN FOR A BUS STATION

M. J. Holmes and T. Salusbury

Ove Arup and Partners
13 Fitzroy Street
London W1P 6BQ
The paper presents the development of a ventilation scheme for a large bus station and passenger interchange in Bilbao, Spain. The main objective of the design was to ensure that pollution free conditions could be achieved within an enclosed waiting area that opened up on to, and was surrounded by, a semi-enclosed pick-up space, where there could be large number of buses with their engines running. Initial thoughts were to use natural ventilation, architectural and other constraints made this impossible so mechanical ventilation became necessary. The application of a multi-cell ventilation model to determine air movements within the whole station, including an assessment of the ability of the system to prevent exhaust fumes entering via open doors is described. This is followed by a discussion of the results of wind tunnel tests on a 1:400 scale model to determine pressure coefficients and likely pollutant levels in the semi-covered areas occupied by buses. The result of these studies was the presentation of the design scheme to the client, and we are looking forward to his response which should be available by the time of the Conference.
1. INTRODUCTION

The provision of comfortable conditions within a building is the everyday task of the building services engineer. There are occasions when circumstances make this more than routine. These occur when the conditioned space is so prestigious that no risks can be taken or conversely when there is little need to satisfy the usual demands for comfort but the space must still be acceptable for limited periods. In the first case published data can be used to specify design conditions [1], and the appropriate plant designed and specified. The solution may be expensive but the design brief demands this approach. There is an intermediate field, a naturally ventilated and heated building, for example, where it is possible to predict the likely range comfort conditions, and so specify a failure rate. An approach to this design problem was described by Holmes [2] at the 6th AIC Conference. There is however, not much guidance available when designing on the 'edge' of comfort, that is perhaps for transitory space such as a waiting area. The occupants can be expected to be dressed for outside conditions, but clearly do not expect the waiting space to be quite like outside. The objective here is probably to aim for thermal conditions that will not cause serious complaints. How to assign a limit is rather more difficult. Accepting that tight control of the thermal environment is not the main objective, it is necessary to consider the quality of the air within the space. Perhaps this need not be of concern in a transitory region. Natural ventilation should suffice. If however, there are major pollutants in adjacent areas the problem becomes a little more interesting. In addition, if there are offices and restaurants nearby where clearly reasonable comfort standards are necessary the design is further complicated. This paper is concerned with that scenario.

The bus station described here is part of a major proposed redevelopment in the centre of Bilbao (located in the Viscaya region of North Spain), the Abando Passenger Interchange. The proposal evolved through the need for a new bus station and a rationalisation of the existing railway system along the river frontage in central Bilbao. The most suitable site was identified as the land at present occupied by the existing RENFE railway station and sidings Architects, Stirling Wiford and Associates were appointed as project architects to develop the project through concept to scheme stage (1:200), the stage where calculations of the type described in this paper are appropriate.

Ove Arup & Partners International Ltd were appointed in 1985 as consulting transportation, structural and building services engineers and were involved with the design of the project until July 1987 when their proposals were presented with those of the architect to the client, the Bizkaiko Foru Aldundia. The basic plan was the creation a new plaza in the centre of the site with pedestrian access from four arcades linking the new and old towns of Bilbao via a footbridge across the river (see Figure 1).
Figure 1  Overall view of the site
The entrances to the new bus station and railway station are situated at each end of the plaza with covered car/taxi drop-off points and 400 car parking spaces located in three basements, below the plaza. In addition, there is an underground service road around the perimeter of the basement car park for the delivery of parcels to the bus station and the general servicing of the plaza buildings. The interchange contains waiting, refreshment and administration areas, each of which has specific environmental requirements. It has already been suggested that special care needs to be taken when occupied areas are surrounded by pollutants. The approach employed for the design to scheme stage is described in this paper, which is in six main sections.

1. General description of bus station.
2. Design objectives - how the design conditions were specified.
3. Design Options - practical ways to achieve the design objective.
4. Analysis of the design - methods used to prove the design.
5. Description of the computer program.
6. Conclusions.

It is important to realise that design is a complex process and often iterative. That is, early decisions may have to be changed in the light of later studies, which could in turn affect the result of those studies. Because of this it is not possible to describe the evolution of the design without reference to what at the time would have been future work. In addition the paper is an attempt to describe what was done, and not to give an analysis of a large number of options, which in most cases are meaningless to the reader. It is also hoped that the paper demonstrates the practical use of ventilation theory.

1.1 General description of the Bus Station

The proposed new bus terminus (Figure 1) comprises a suburban bus station at ground level and an external interurban bus station located above, on the roof of the suburban station. The bus station is flanked by railway tracks on each of its long sides. Access to the bus station is via an elevated roadway from which coaches pass up to the interurban bus station and local buses pass down to ground level and enter the suburban bus station on the short side opposite to that used by passengers entering from the plaza. These local buses pass around a covered roadway which is open on one side and surrounds the suburban passenger waiting concourse, Figure 2. There are twelve bus stands and passengers board and alight through three doors located between the roadway and the waiting area adjacent to each stand.
Figure 2  Section through the bus station
For the purpose of this paper the bus station can be idealized into the simple form shown in Figure 3. This comprises four main zones:

1. Entrance hall : volume 11320m$^3$ - Level 0m
2. Escalator well : volume 1080m$^3$ - Level 0m
3. Suburban concourse : volume 20,000m$^3$ - Level 7m
4. Interurban lounge : volume 9000m$^3$ - Level 14m

The levels referred to here are the height of the zones above an arbitrary datum. The main region of interest here is zone 3, the suburban concourse. This is connected to the interurban lounge above and the entrance hall below via the escalator well which forms an opening of 72m$^2$ at each of the two levels connecting the three spaces.

There are external doors at all three levels. The doors in the upper and lower levels are swinging doors, those in the concourse linking to each of the twelve bus stands are automatic sliding doors which remain closed except when in use. Each door has an area of 4.4m$^2$ with a crack length of 8.4m around it.

2. DESIGN OBJECTIVES

It has already been suggested that the designers main concern was the conditions in the suburban concourse. It is here where people could be subjected to unpleasant and even dangerous fumes from vehicle exhausts. It is also here where design conditions need to be carefully considered if energy consumption is to be optimized. The term optimized is chosen deliberately because minimum energy consumption would be achieved with all plant turned off. To optimize requires the best balance between heating and cooling to satisfy the local comfort requirements. In the present context it is necessary to consider three design objectives:

Acceptable level of pollutant
Winter Heating
Summer Cooling

2.1 Acceptable Level of Pollutants

The bus station is perhaps unique in that to perform its function it must necessarily be surrounded by its own pollutants. This means that while the local air is likely to be heavily polluted, the nature and level of the fumes should be quantifiable. This section considers both acceptable internal concentrations of the main pollutants and an assessment of local external levels due to diesel engines running while the buses are in the station. It is unlikely that the engines will be turned off because the average
predicted length of stay in the bus station is five minutes (local not long distance buses). They will generally be stationary with idling engines for four minutes of this period.

The design objectives here must be to assess the probable level of pollutant generation by the buses, together with that in the general locality and so determine the necessary dilution rate. The possibility of using a local extract system to remove the contaminants at source was considered but rejected because:

There is no standard position for bus exhausts.

Wind will have a significant influence on the trajectory of the exhaust gas jet.

Engine exhaust gas flows are hot (250°C at the engine when idling) and pulsating so again it is difficult to predict where the fumes will go.

So even if such a system had been adopted concourse ventilation would still have been an essential requirement to ensure safe conditions.

2.1.1 Acceptable Internal Concentrations

The major constituents of bus exhaust are shown in Table 2 together with recommended exposure limits[3,4].

Table 2: Threshold Limits

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>10 minutes</th>
<th>8 hours</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ppm</td>
<td>mg/m³</td>
</tr>
<tr>
<td>CO</td>
<td>400</td>
<td>440</td>
</tr>
<tr>
<td>NO</td>
<td>35</td>
<td>45</td>
</tr>
<tr>
<td>NO₂</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>Carbon</td>
<td>-</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Both carbon monoxide and nitrogen monoxide react with blood haemoglobin which usually transports oxygen around the body. Nitrogen dioxide is a purgent red-brown gas which is both irritating and toxic. It reacts with water in the lungs to form nitric acid which reduces the lungs' ability to transport oxygen. Particulate matter can lead to the formation of scar tissues in the lungs and irritation of the eyes. The recommended [3,4] 8 hours and 10 minutes exposures to carbon black are 3.5 and 7.0mg/m³ respectively. However, reduced figures are used in Table 2. These can be qualitatively described as 'reduced visibility' and 'dense smoke'. Neither desirable but both apparently acceptable for the exposures quoted.
2.1.2 Assessment of Local Levels of Pollutants

Information on exhaust gas emission from diesel engines is generally quoted in parts per million of NO (ppm of combined oxides of nitrogen). The exposure levels quoted in Table 2 are different for the two oxides (NO, NO₂). It was therefore necessary to assume a ratio between the two. Ambient atmospheric levels of NO and NO₂ in towns are approximately equal [5] but peak levels are in the ratio 2:1. Under full load, a diesel engine produces rather less NO₂ [6], however, as previously stated, buses will be idling for most of their stay a ratio of NO:NO₂ of 70% : 30% was assumed for the calculation of air change rate.

To obtain the generation rate of the pollutants it was first necessary to obtain exhaust volumes flow rates for diesel engines and then relate this to the content of the gases. Typical figures [7,8] are given in Tables 3 and 4, where for the purpose of design a typical engine has been assumed to have a capacity of 8 litres.

Table 3: Exhaust Flow Rates

<table>
<thead>
<tr>
<th>Engine Condition</th>
<th>Exhaust flow rate (m³/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Speed</td>
<td>6 litre</td>
</tr>
<tr>
<td>Idling 320 rpm</td>
<td>57.6</td>
</tr>
<tr>
<td>Full Load 800 rpm</td>
<td>144.0</td>
</tr>
</tbody>
</table>

Table 4: Exhaust Constituants

<table>
<thead>
<tr>
<th>Engine Condition</th>
<th>Emission by volume (ppm)</th>
<th>Volume of Pollutant (m³/hr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load Speed</td>
<td>CO</td>
<td>NOX</td>
</tr>
<tr>
<td>Idling 320 rpm</td>
<td>510</td>
<td>190</td>
</tr>
<tr>
<td>Full Load 800 rpm</td>
<td>2130</td>
<td>2170</td>
</tr>
</tbody>
</table>

Diesel smoke is difficult to quantify. The usual measure for particulate carbon (C) is Dmg/m³ (milligrams of standard diesel smoke per cubic metre of air). This measure is actually less than the total solid content in the air because the larger, heavy, particles contribute little to the obscuring effect of the smoke. In practice these particles may settle out, although with exhaust gas temperatures of 250°C at the engine most of the gaseous pollutants tend to rise.
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As in the case of the oxides of nitrogen it was necessary to make a design assumption. A 10 tonne vehicle travelling at 10km/hour up a 2% gradient can generate as much as 25,000mg/hour of particulate material [9]. Stationary buses are unlikely to generate as much and because of the tendency of heavier particles to settle a reduced figure of 12,000Dmg/m$^3$ was taken for the ventilation calculation.

2.1.3 Air Quantities Required to Dilute the Pollutants

A safe design criteria would be to assume that all the pollutants emitted by the buses enter the concourse area. It was however also thought necessary to consider conditions in the covered loading area around the concourse (Figure 2). The amount of 'fresh' air required to obtain acceptable conditions in the concourse depends upon the contaminant level of that air, the number of buses at the station as well as the content of the exhaust. Typical levels of ambient CO, NO, NO$_2$ and C are given in Table 5 [5].

Table 5: Ambient Pollutant Levels

<table>
<thead>
<tr>
<th>Pollutant</th>
<th>Level ppm</th>
<th>mg/m$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>10.0</td>
<td>11.5</td>
</tr>
<tr>
<td>NO</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>C</td>
<td>-</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The frequency of traffic was the subject of a study by Arup Traffic Engineering, this is not included in the present paper. The results were a daily flow of 600 buses with a peak hour flow of 50 in the evening.

The data contained in Table 5, in conjunction with the assumed exhaust emissions (Table 4), was used to determine the amount of 'fresh' air necessary to dilute each of the pollutants to 'safe' levels (Table 6), and then converted to air change rates for different patterns of use, (Table 7).
Table 6  Dilution flow rates (m³/hr)

<table>
<thead>
<tr>
<th>Condition</th>
<th>CO</th>
<th>NOₓ</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 hour exposure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Idling</td>
<td>975</td>
<td>1852</td>
<td>12000</td>
</tr>
<tr>
<td>Full Load</td>
<td>10225</td>
<td>51482</td>
<td>12000</td>
</tr>
<tr>
<td>10 minute exposure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Idling</td>
<td>100</td>
<td>1064</td>
<td>4000</td>
</tr>
<tr>
<td>Full Load</td>
<td>1049</td>
<td>29575</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 7  Required air change rates

<table>
<thead>
<tr>
<th>Condition</th>
<th>Pollutant</th>
<th>Exposure</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CO</td>
<td>NOₓ</td>
</tr>
<tr>
<td>Constant idling</td>
<td>0.82</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td>0.87</td>
</tr>
<tr>
<td>Peak, 50 buses per hour</td>
<td>0.44</td>
<td>1.81</td>
</tr>
<tr>
<td>Peak 5 minutes (12 buses)</td>
<td>0.13</td>
<td>3.01</td>
</tr>
</tbody>
</table>

These air change rates (Table 7) are based on a ventilation efficiency of 100%. Something near that figure could be achieved with a well designed air distribution system and is therefore a reasonable assumption for the concourse. In addition not only are the pollutant emissions an overestimate (in particular that for particulate carbon from an idling engine) but not all the fumes can be expected to enter the concourse. Ventilation efficiency for the semi-open bus waiting area surrounding the concourse will depend upon local conditions. An efficiency of 50% would probably not be too pessimistic.

The design air change rate for the concourse and surrounding were therefore taken as 3 and 6 air changes respectively.

It must be said here that the concept of an air changes rate for what is a fairly open area might be thought a fairly novel idea. It was however, necessary to have a quantitative method to assess the level of pollutant that might enter the concourse area. A notional air change satisfies this requirement, and is later used in the interpretation of the wind tunnel tests.
2.2 Winter Heating

In this case only problem is to assess the probable activity and clothing levels of the occupants. It was thought reasonable to assume that they would have walked several hundred metres before arriving at the waiting area and that they would be dressed for outside conditions. In addition, fairly still air conditions would be expected. A comfort analysis according to Fanger's [1] theory for active people (123w/m²) with a clothing level corresponding to 1.5 clo, suggested that 12°C would be a suitable design temperature would appear to be 12°C.

Because of the need to use relatively large amounts of air (20m³/s), to minimise the entry of contaminants, a warm air system was considered to be appropriate (otherwise a radiant system would have been appropriate). It is worth mentioning here that with a peak occupancy of 275 people the application of current regulations [10] would result in a fresh air requirement of 3.3m³/s (0.6 air-changes).

The large amounts of air required suggest that some of exhaust air heat recovery system should be considered. The low internal winter design temperature means that such a scheme is unlikely to be cost effective. It could be argued that higher design temperatures could then be used without any increase in energy consumption. If this were done then the occupants level of clothing would not be compatible with local environment. Alternatively some recirculation could be used (and this is included in the proposed design) provided the level of contaminants does not become unacceptable.

2.3 Summer Conditions

The main source of heat gain are people and lights, with a solar contribution from a skylight in the centre of the concourse. The space has high thermal inertia and a well insulated roof. It was therefore felt that mechanical ventilation would be adequate perhaps with night time pre-cooling. This fits in well with the ventilation demands for the dilution of pollutants.

3. Design Options

Section 2 went slightly beyond the general design objectives by including an assessment of the amount of air required to dilute exhaust emissions to acceptable levels. This section presents the options open to the designer to achieve those objectives. Analysis of the proposed design is covered in Section 4.

The range of options that were considered are given below in order of increasing cost, complexity and environmental comfort:
1) Treat the suburban bus station as an external covered naturally ventilated space with columns supporting the deck of the interurban bus station above. There would need to be doors to the escalators serving the interurban lounge above and the entrance hall below. This is the only solution which would enable natural ventilation throughout.

2) Introduce a small central area for the cafe facilities and toilets with people waiting 'outside' in the same space as the buses. This central core, however, reduces the effectiveness of natural cross flow ventilation.

Both (1) and (2) above were in conflict with the architectural concept and were therefore not considered to be viable technical solutions.

3) Accept the architects proposed scheme with an internal occupied, environmentally controlled space, with buses outside. The bus occupied area could be partially screened off at low level also.

4) The most sophisticated solution would be to utilise a separate ventilation system for the concourse area and the bus area. The external ventilation system would consist of a local extract system at each bus parking bay. This would limit future flexibility as the extract would need to be close to the exhaust pipe to be effective. The difficulties associated with the implementation of a local extract system (see 2.1), in conjunction with an anticipated high life cycle cost of the proposal resulted in the recommendation not to adopt this method.

It was felt that the proposed architectural solution is analogous to an airport arrivals/departure lounge rather than an external covered garage and hence option 3 above was studied in more detail (Section 4) in order to quantify the major design parameters. In particular, the possibility of pressurizing the suburban concourse was examined using the mechanical ventilation system to minimise the entry of bus fumes. This was considered to be of particular importance as the concourse is completely surrounded by bus stands.

4. ANALYSIS OF THE DESIGN

For the purpose of this paper this means the ventilation strategy. The sole objective of the analysis was to prove that the quality of air within the concourse would be both acceptable to those waiting for buses and, of course, offer no danger to their health. To do this it was necessary to ensure an adequate supply of fresh air to the concourse.
This can be done by carrying out an analysis of air movements within and into the areas of interest. Such an analysis can be done by means of a multi-cell ventilation model. The main problem with using such a model (excluding its validity) is in the specification of the local wind climate. This can be done by a wind tunnel test. In this case such tests were considered essential to determine the probability of obtaining satisfactory conditions. A by-product of such tests would be the most satisfactory position for the fresh air inlets.

Wind tunnel tests are expensive and it takes some time to construct a model and do the test. It was therefore thought necessary to make a preliminary analysis of airflow patterns within the building using a multi-cell ventilation model. This analysis would give a good idea of what to look for in the wind tunnel test programme. This section first describes that analysis and then the wind tunnel tests.

4.1 Ventilation Analysis

The bulk of the work described here was done using the Arup Environmental Prediction Units' computer program VENT. This program, which was also used for the analysis of the Gateway 2 building [2], is described in Section 5 of this paper. It is sufficient to state here that in addition to the usual consideration of flow through orifices and cracks VENT contains analytical routines to allow the simultaneous calculation of inflow and outflow at large openings such as the bus station doors.

4.1.1 Scope of the Analysis

With the exclusion of a local exhaust extract system there are only two ways to ensure adequate ventilation:

a) Mechanical ventilation by pressurisation of the concourse.

b) Natural ventilation.

Mechanical ventilation involves pressurising the concourse by supplying air either to the concourse itself or to the two main linked spaces. This has the advantages of flexibility, reliability and ease of control.

Natural ventilation can take place as a result of both wind and thermal effects. The thermal or "stack" effect is usually negligible compared with that of the wind as the pressure differences induced by thermal changes in air density are much smaller than those due to the wind. The size of the concourse area makes it unlikely that an effective cross flow could be achieved. In addition, simple calculation demonstrated that an
adequate level of ventilation would achieved at the most 50% of the time. This was done by assuming an effective pressure coefficient over the building of 0.5, two doors (6.6m², each) open on each side, and the exhaust from two buses. The wind speed exceeded for 50% of the time was taken as 4.5m/s, so following the CIBSE Guide [9]:

\[ Q = 0.827 \times A \times \Delta p \]  

\( Q \) is the volume flow rate.

\( A \) is the area of two doors

\( \Delta p \) is the pressure drop across the building (= 6Pa).

Thus the ventilation air flow that will be exceeded 50% of the time is approximately 19 m³/s. The exhaust from two buses would require about 16m³/s to dilute it to a safe level. Natural ventilation was therefore not thought to be acceptable.

The study was therefore confined to an investigation of mechanical ventilation. The amount of air required to dilute the exhaust to an acceptable level has already been shown to be about 30m³/s. Supplying all this air with the doors closed could generate large pressure within the concourse. The simplest way to prevent this happening is to add leakage. The size of a suitable relief duct - which remains open all the time - formed part of the studies.

4.1.1 Building Geometry

The simplified version of the building in Figure 3, was used for all the analytical work.

There are external openings from the concourse in the form of doors and small natural leakage paths such as cracks around doors. Each bus stand has three doors which open to enable boarding from and alighting to the concourse.

There are also doors and cracks in the urban lounge and ticket areas. Although the bulk of the study was concerned with leakage through large open doorways, the leakage through closed doors can be significant when pressurized to 50pa. One manufacturer of sliding doors gives a figure that result in a leakage from all 12 doors of 1.5m³/s, whereas a 3mm crack would result in between 7 and 8m³/s. The ANSI/ASHRAE/IES 90A-1980 air leakage standard for non-residential dwellings, swing, revolving or sliding doors gives 4.5m³/s. This has been taken here to be typical of what might occur.

The following assumptions were made regarding the geometry of the building:
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a) Both the urban lounge and the entrance hall are linked to
the concourse through openings of 72m² area.

b) The doors in the urban lounge and ticket hall are swinging
doors. Those in the concourse are automatic, sliding doors
which remain closed except when in use. The details of the
doors and the way in which they are used are important to
determine the leakage paths out of the building and also the
rate at which pressure builds up after they are closed.

4.1.1.2 Input parameters

The major factors influencing air-flow in the concourse were each
investigated and their relative importance examined. This was
done by taking the following simple 'control' case:

a) No wind

b) Summer temperatures 29°C outside, 20°C inside (these are
assumed design conditions that exaggerate the effect at the
large doors)

c) Mechanical ventilation rate of 25m³/s, supplied via systems
in the urban lounge and entrance hall

d) Four open doors in the concourse.

Any study of this nature will have the potential for a very large
number of computer runs, Figure 4 shows the total number of
combinations of all variables that might have been considered
with air supplied to linked spaces only. The figure also shows
which combinations were considered significant for the purpose of
analysis.

After an assessment of these preliminary runs further cases were
considered investigating the effects of recirculating some air in
linked spaces, supplying some air to the concourse and to
determine the size of the relief duct. The supply air volumes
chosen in these further cases were based on the normal
ventilation requirements for all three spaces. The relief duct
area was chosen to maintain a positive pressure in the concourse.

4.1.1.3 Output Evaluation

A summary of all the computer runs (tests) is given in Table 8,
with some selected results given diagrammatically in Figure 5.
Obviously the amount of air which enters the concourse depends on
the internal pressure and the air temperature, as these determine
the level of the neutral plane, i.e. the level at which internal
and external pressures are the same for any opening.
Figure 4  Possible combinations for analysis
Table 8a: Results with air only supplied to rooms adjacent to the concourse

<table>
<thead>
<tr>
<th>Wind (m/s)</th>
<th>Temperature (°C)</th>
<th>Total Supply Vol. to all spaces</th>
<th>Concourse doors open</th>
<th>Other doors open</th>
<th>Concourse Pressure above ext at +7m (Pa)</th>
<th>Incoming air through external doors to concourse (m³/s)</th>
<th>Supply air to concourse from linked spaces (m³/s)</th>
<th>Total concourse air change rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>0</td>
<td>0.74</td>
<td>0.04</td>
<td>15</td>
<td>4.5</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>35</td>
<td>4</td>
<td>0</td>
<td>1.41</td>
<td>0</td>
<td>35</td>
<td>6.3</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>12</td>
<td>0</td>
<td>0.49</td>
<td>15.7</td>
<td>25</td>
<td>7.3</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>0</td>
<td>0.92</td>
<td>0</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>35</td>
<td>4</td>
<td>0</td>
<td>1.62</td>
<td>0</td>
<td>25</td>
<td>6.3</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>25</td>
<td>12</td>
<td>0</td>
<td>0.27</td>
<td>0</td>
<td>35</td>
<td>4.5</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>1, Room 1</td>
<td>0.93</td>
<td>0.9</td>
<td>25</td>
<td>3.8</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>1, Room 4</td>
<td>1.03</td>
<td>0</td>
<td>20.5</td>
<td>5.3</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>1 each</td>
<td>0.63</td>
<td>1.3</td>
<td>29.3</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>1, Room 1</td>
<td>1.02</td>
<td>0</td>
<td>19.1</td>
<td>4.9</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>1, Room 4</td>
<td>0.52</td>
<td>0</td>
<td>27</td>
<td>3.0</td>
</tr>
<tr>
<td>0</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>1 each</td>
<td>0.92</td>
<td>0</td>
<td>16.7</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>25</td>
<td>2</td>
<td>0</td>
<td>2.9</td>
<td>0</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>(2+2)</td>
<td>4.69</td>
<td>13.2</td>
<td>25</td>
<td>6.9</td>
</tr>
<tr>
<td>4.5</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>(4 wind)</td>
<td>6.27</td>
<td>0.06</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>(2+2)</td>
<td>4.96</td>
<td>13.5</td>
<td>25</td>
<td>6.9</td>
</tr>
<tr>
<td>4.5</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>(4 wind)</td>
<td>6.94</td>
<td>0</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>(4 lee)</td>
<td>1.38</td>
<td>0.07</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>7</td>
<td>25</td>
<td>4</td>
<td>(4 lee)</td>
<td>1.23</td>
<td>0.01</td>
<td>25</td>
<td>4.5</td>
</tr>
<tr>
<td>4.5</td>
<td>29</td>
<td>0</td>
<td>4</td>
<td>(2+2)</td>
<td>0.3</td>
<td>28.5</td>
<td>0</td>
<td>5.1</td>
</tr>
<tr>
<td>10.0</td>
<td>29</td>
<td>25</td>
<td>4</td>
<td>(2+2)</td>
<td>4.69</td>
<td>13.2</td>
<td>25</td>
<td>6.9</td>
</tr>
<tr>
<td>10.0</td>
<td>29</td>
<td>25</td>
<td>12</td>
<td>0</td>
<td>-0.53</td>
<td>71.8</td>
<td>25</td>
<td>17.4</td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>35</td>
<td>4</td>
<td>(2+2)</td>
<td>0.93</td>
<td>0</td>
<td>28.4</td>
<td>5.1</td>
</tr>
</tbody>
</table>

Rooms 1, Room 1, Room 2, Room 3, Room 4.
Table 8b: Results with air supplied to all rooms

<table>
<thead>
<tr>
<th>Wind</th>
<th>Temperature</th>
<th>Supply Vol. (m³/s)</th>
<th>Concourse doors open</th>
<th>Other doors open</th>
<th>Concourse Pressure</th>
<th>Incoming air through external doors (m³/s)</th>
<th>Total Supply to concourse (m³/s)</th>
<th>Total concourse air change rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>29</td>
<td>10 10 15 4</td>
<td>0 0</td>
<td>1.41</td>
<td>0 0</td>
<td>35 6.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>29</td>
<td>10 10 15 4 (2+2)</td>
<td>0 1 each</td>
<td>4.74</td>
<td>13.79</td>
<td>24.5 4.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>10 20 15 0</td>
<td>12 1 Room 4</td>
<td>17.53</td>
<td>0 35.4</td>
<td>6.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>6.5 17 6.5 0</td>
<td>12 1 Room 1</td>
<td>9.55</td>
<td>0 21.6</td>
<td>3.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>7.5 17 7.5 0</td>
<td>12 1 Room 1</td>
<td>10.32</td>
<td>0 23.3</td>
<td>4.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>8.5 17 8.5 0</td>
<td>12 1 Room 1</td>
<td>11.16</td>
<td>0 25.0</td>
<td>4.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>9.0 17 9.0 0</td>
<td>12 1 Room 1</td>
<td>11.59</td>
<td>0 25.8</td>
<td>4.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>9.5 17 9.5 0</td>
<td>12 1 Room 1</td>
<td>12.04</td>
<td>0 26.7</td>
<td>4.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>9.5 17 9.5 0</td>
<td>12 1 Room 1</td>
<td>12.82</td>
<td>0 28.1</td>
<td>5.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>9.5 17 9.0 0</td>
<td>12 1 Room 1</td>
<td>9.83</td>
<td>0 28.4</td>
<td>5.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>9.5 17 8.5 0</td>
<td>12 1 Room 1</td>
<td>12.59</td>
<td>0 27.7</td>
<td>5.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>5.0 17 7.5 0</td>
<td>5 1 Room 1</td>
<td>12.36</td>
<td>0 27.3</td>
<td>4.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>5.0 17 7.5 0</td>
<td>5 2 each</td>
<td>22.25</td>
<td>0 17.4</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>5.0 17 7.5 0</td>
<td>5 1 Room 4</td>
<td>6.50</td>
<td>0 17.0</td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>29</td>
<td>5.0 17 7.5 0</td>
<td>5 1 Room 4</td>
<td>23.93</td>
<td>0 18.1</td>
<td>3.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
12 Doors open in concourse
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4 Doors open in concourse
also doors open in adjacent spaces
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Figure 5 Predicted airflow patterns
The internal pressure depends on the effective area through which air can escape, and the supply volume. Increasing the number of concourse doors which are open increases the effective outlet area and therefore reduces the pressure. Even in still air this increases the volume of air entering from outside. For instance, when two doors are open there is no incoming air, when four doors are open 0.04m³/s of air enters the concourse. If all twelve doors are open the ingress of air is 15.7m³/s.

The effect of wind overrides all other effects by inducing large pressure differences across the doorways. Under these circumstances it is not possible to prevent air coming in to the concourse, by pressurising the concourse as the volume of supply air required would be too great. However, it is possible to dilute any pollutants that enter to an acceptable level. The degree of pressurization obviously depends upon the amount of air supplied to the concourse. This can be increased directly by altering the supply air flow in that area, or indirectly by air from adjacent spaces. Inward airflow occurs only as a result of stack effect and is usually insignificant, outward airflow occurs because open door provides a low resistance to flow. This means that a fairly large proportion of air supplied to the linked spaces will not be useful in ventilating the concourse. The results given (Table 8) are for one open door only in linked spaces, doubling the open area will make the outward airflow from linked spaces more significant.

The open area required for a relief duct was 5m², given a supply volume of 29.5m³/s and a maximum allowable pressure across it of 50Pa.

Altering the volumes of extract, and hence the degree of pressurisation of the urban lounge and entrance hall has very little effect on flow inside the concourse. As the degree of pressurisation is reduced, some air flows from the escalator well to the entrance hall and urban lounge, but there is no flow from the concourse to the escalator well. This means that polluted air should not spread out of the concourse area.

4.1.2 Conclusion and recommendations

The computer studies resulted in the recommendation the following ventilation rates:

a) 17m³/s supply air to concourse,
b) 15m³/s supply air to urban lounge,
c) 10m³/s supply air to ticket hall,
d) Half of the air supplied to the entrance hall and urban lounge can be extracted and some of it can be recirculated.
These ventilation rates would maintain an air supply to the concourse of \(20 \text{m}^3/\text{s}\). The extra air must be supplied because air supplied to the linked spaces can escape through any open doors in these spaces and cannot therefore be used to ventilate the concourse.

The ventilation rates are based on the requirement to dilute exhaust pollutants in all three spaces at both peak and average times. In addition these supply air quantities should satisfy fresh air requirements, air movement criteria and limit the concourse temperature to \(5^\circ\text{C}\) above the ambient external temperature.

The initial studies also suggested that it would also be possible to pressurise the concourse by supplying air at \(20 \text{m}^3/\text{s}\) to the entrance hall and at \(15 \text{m}^3/\text{s}\) to the urban lounge only. It is however, necessary to ventilate and supply fresh air to all the spaces.

On windy days some fumes will enter the concourse but the supply rate is sufficient to dilute any fumes which do enter to an acceptable level. In addition, under these conditions the concentration of fumes present in the bus-occupied areas will be lower.

Pressure within the concourse must not be allowed to rise above \(50\text{Pa}\) above atmospheric as this makes it difficult to open and close doors. The pressure will only rise to this level if all the doors are closed, and can be limited by a relief duct with an open area \(5\text{m}^2\) at roof level. This could be achieved by opening a window in the roof light during the summer. It might also be possible to recirculate some air or recover some heat from the outgoing air during the if a separate duct is provided.

The design of the proposed mechanical ventilation system cannot be carried out in detail without an analysis of the unsteady state. The variation of pressure with time and the time taken to establish a steady state should be investigated at the next stage. To carry out this study more detailed information would be required concerning the way in which the bus station will be used.

During the detailed design stage it may be necessary to carry out an additional study of the wind effects in the two following cases: firstly in the bus occupied areas where the wind will determine the ambient pollutant levels, and secondly on the external doors where the local wind pressures developed will influence the ingress of bus exhaust fumes.
4.2 The Wind Tunnel Tests

These tests were carried out on a 1:400 scale model (Figure 6) of the passenger interchange and its surrounding passenger interchange by T. W. Everett and T. V. Lawson using the environmental wind tunnel in the Department of Aerodynamic Engineering at the University of Bristol. This tunnel can be used to model:

a) Variation of mean windspeed with height
b) Variation of turbulence with height
c) Spectrum of turbulence at all heights.

This paper is not intended to be a discussion of the way wind tunnels can be used to model atmospheric winds, so if more information should be required references [12-14] contain the theoretical basis for the wind tunnel studies.

4.2.1 The Investigation

The objective of the study was to provide data on the air change rates in the concourse and bus stand area as a function of wind speed and direction. To do this it was first necessary to obtain surface pressure coefficients on both the open sides of the bus stand area and all surfaces of the urban concourse. The measurement of pressures on open areas is difficult so artificial walls were introduced, at the sides of the bus stands. These were removed for the concourse ventilation prediction. The measured pressure coefficients were then used as input to a computer program (not the one described here) along with leakage areas to predict ventilation flow rates.

Such tests only provide data for particular combination of wind speed and directions. To be of value in determining the probability of obtaining satisfactory ventilation rates for the purpose of pollutant removal, it is necessary to relate the results to local weather data. It is then possible to determine the frequency of occurrence of specified air charge rates.

In the present case the only meteorological data available was for Santander, and this was restricted to 0700 and 1800 hours. All analysis was therefore based on these data, which comprised both wind speeds and direction. Should data for Bilbao town centre ever become available then it would be simple to repeat the analysis with that data.

4.2.2 Results

The results of the analysis were used to calculate the percentage of time for which a stated volume flow rate would be exceeded in
Figure 6  The wind tunnel model
both the bus stand and concourse areas at 0700 and 1800 hrs. In the case of the former, two example were considered:

All external doors open (12 bays each of three 4m² doors).

A 'restricted opening' with a single 4m² door open on the existing station side and 4 bays of three 4m² doors on the other.

Detailed results cannot be of any general interest so it is only pertinent to quote the general conclusions which were:

a) Bus Areas

A ventilation rate of three air changes per hour in the bus areas would be exceeded 96.3% of the time at 07:00 hours and 96.7% of the time at 18:00 hours. There is very little variation of these average figures through the year. 6 air changes would be exceeded 92% of the time and 1 air change 99% of the time.

These figures indicate that natural ventilation is an adequate method of ventilating the bus areas of the suburban bus station. On calm days when the required air change rates will not be achieved, there will be significantly less distribution and mixing of bus exhaust fumes; these will tend to rise up out of the occupied space and so should not pose a threat to safety. In addition, at these times, fumes at low level will be more concentrated and so will be avoided naturally due to their unpleasantness.

The fact that polluted air may re-enter the bus area at some points has been taken into account in assuming a ventilation efficiency of 50% in calculating the required air change rates.

b) Concourse Areas

With all doors open all of the time and no pressurisation, a ventilation rate of three air changes per hour in the concourse area is exceeded 61% of the time and a rate of one air change per hour is exceeded 87% of the time. With restricted openings these figures reduce to about 9% and 49% respectively.

The figures are theoretical and the following points need to be considered before drawing any conclusions:

It is assumed that in each case doors will be open all the time. As already discussed all 12 stands will only be full for 5 minutes in the peak hour and even then the single entry and two exit doors will not be open together. The case with all doors open simply serves to prove therefore that natural ventilation of the concourse area is not possible.

410
Table 9: Example of result from wind tunnel tests

Concourse air change rates

<table>
<thead>
<tr>
<th>MONTH</th>
<th>TOTAL VOLUME AIR CHANGE RATE EXCEEDED ( \text{hr}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>JAN</td>
<td>88.5</td>
</tr>
<tr>
<td></td>
<td>53.0</td>
</tr>
<tr>
<td>FEB</td>
<td>91.4</td>
</tr>
<tr>
<td></td>
<td>57.7</td>
</tr>
<tr>
<td>MAR</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>53.2</td>
</tr>
<tr>
<td>APR</td>
<td>87.0</td>
</tr>
<tr>
<td></td>
<td>51.1</td>
</tr>
<tr>
<td>MAY</td>
<td>84.3</td>
</tr>
<tr>
<td></td>
<td>41.5</td>
</tr>
<tr>
<td>JUNE</td>
<td>81.6</td>
</tr>
<tr>
<td></td>
<td>35.0</td>
</tr>
<tr>
<td>JULY</td>
<td>81.9</td>
</tr>
<tr>
<td></td>
<td>35.2</td>
</tr>
<tr>
<td>AUG</td>
<td>85.8</td>
</tr>
<tr>
<td></td>
<td>40.3</td>
</tr>
<tr>
<td>SEPT</td>
<td>85.3</td>
</tr>
<tr>
<td></td>
<td>46.6</td>
</tr>
<tr>
<td>OCT</td>
<td>88.8</td>
</tr>
<tr>
<td></td>
<td>52.0</td>
</tr>
<tr>
<td>NOV</td>
<td>89.9</td>
</tr>
<tr>
<td></td>
<td>57.2</td>
</tr>
<tr>
<td>DEC</td>
<td>89.3</td>
</tr>
<tr>
<td></td>
<td>57.3</td>
</tr>
</tbody>
</table>

Note: Upper set of figures for each month are for all doors open and the lower for restricted opening.
The 'restricted openings' case is however, a little more realistic but even this assumes that doors are open continuously in any one hour. In practice doors will be opening and closing on the windward and leeward sides and there will be significant periods in any one hour when all the doors are closed.

No allowance has been made for the shielding effect of the buses.

No account has been taken of the modification to airflow rates caused by pressurising the concourse. This will only have an effect at low external windspeeds (although a velocity pressure of 50Pa corresponds to a wind velocity of 9.12m/s).

Taking all these factors into account, it would be safe to assume that three air changes will very seldom be exceeded and one air change will only be exceeded for about 10% of the time.

Thus mechanical ventilation again is predicted as essential if a satisfactory environment is to be generated within the waiting area. It is also of interest that the very simple calculation shown in Section 4.1.1 did not lead to a conclusion different from that of the wind tunnel tests. The advantage of these tests was the detailed information provided, such as the frequency of occurrence of different airchange rates, an example of which is given in Table 9.

5. PROGRAM VENT

This program is intended to predict air movement through both purpose built openings and fabric imperfections between spaces or rooms. The driving force for this can be a combination of:

a) Wind pressure.
b) Internal/external temperature difference (stack effect).
c) Temperature difference between rooms.
d) Mechanical plant.

The output from the program comprises:

a) Summary of the input data.

b) A summary of all air-flows from outside to each room, the corresponding airchange rate, and heat gain. In addition the continuity error is given. The program works by satisfying the continuity equation for each room (mass flow in = mass flow out). An iterative solution technique is used, so there will be an error in the flow balance. This is displayed so that the overall accuracy of the prediction can be assessed.
c) Room by room details of the air-flow through each ventilation opening to the outside, and between rooms.

d) A trace of flows or contaminants. It is assumed that the level of a pollutant is held at 100% in the "source room". The level in adjacent rooms depends upon dilution by 'pure' outside air and pure or slightly contaminated inside air. The percentage level of the contaminant (relative to the source room, 100% level) is presented, with each room taken as the source in turn.

5.1 Standard Data

Vent has a small data base of leakage characteristics. This is in the process of development. The current content are given in Table 10.

Table 10: Standard Leakage Data

<table>
<thead>
<tr>
<th>Description</th>
<th>D</th>
<th>k</th>
<th>n</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Own data</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Window, pivoted, closed</td>
<td>Crack length</td>
<td>2.1x10^{-4}</td>
<td>0.63</td>
<td>1</td>
</tr>
<tr>
<td>Window, pivoted, weatherstrip closed</td>
<td>Crack length</td>
<td>0.3x10^{-4}</td>
<td>0.63</td>
<td>2</td>
</tr>
<tr>
<td>Window, sliding, closed</td>
<td>Crack length</td>
<td>0.8x10^{-4}</td>
<td>0.63</td>
<td>3</td>
</tr>
<tr>
<td>Door, single, stairwell, closed</td>
<td>No. of doors</td>
<td>1.5x10^{-2}</td>
<td>0.5</td>
<td>4</td>
</tr>
<tr>
<td>Lift door, closed</td>
<td>No. of doors</td>
<td>4.0x10^{-2}</td>
<td>0.5</td>
<td>5</td>
</tr>
<tr>
<td>External door with sill, closed</td>
<td>Crack length</td>
<td>1.6x10^{-3}</td>
<td>0.5</td>
<td>6</td>
</tr>
<tr>
<td>Standard fire stop door</td>
<td>Crack length</td>
<td>2.6x10^{-3}</td>
<td>0.5</td>
<td>7</td>
</tr>
<tr>
<td>Lift door with 5mm crack</td>
<td>Crack length</td>
<td>4.2x10^{-3}</td>
<td>0.5</td>
<td>8</td>
</tr>
<tr>
<td>216mm plain brick</td>
<td>Surface area</td>
<td>4.6x10^{-5}</td>
<td>0.67</td>
<td>9</td>
</tr>
<tr>
<td>216mm brick plastered</td>
<td>Surface area</td>
<td>4.0x10^{-7}</td>
<td>0.87</td>
<td>10</td>
</tr>
<tr>
<td>330mm plain brick</td>
<td>Surface area</td>
<td>4.1x10^{-5}</td>
<td>0.87</td>
<td>11</td>
</tr>
<tr>
<td>330mm brick plastered</td>
<td>Surface area</td>
<td>4.0x10^{-7}</td>
<td>0.87</td>
<td>12</td>
</tr>
<tr>
<td>External curtain wall</td>
<td>Surface area</td>
<td>3.0x10^{-4}</td>
<td>0.5</td>
<td>13</td>
</tr>
<tr>
<td>Floors</td>
<td>Surface area</td>
<td>2.0x10^{-4}</td>
<td>0.5</td>
<td>14</td>
</tr>
<tr>
<td>Hole or orifice</td>
<td>Surface area</td>
<td>0.83</td>
<td>0.5</td>
<td>15</td>
</tr>
</tbody>
</table>
5.2 Vent Algorithm

This section describes what is done by program VENT, using a combination of text and flow charts.

The VENT flow chart is given in Figure 7 which contains the subroutines, PCOR, ACALC and FOLLOW; their functions are described in the following sections.

5.2.1 Subroutine PCOR

This is used to calculate corrected external and internal pressures for use in the calculation of air-flow rates and internal pressure. External pressures are corrected for position and stack effect, whilst internal corrections are only required to take account of temperature differences between rooms. The corrections are:

a) External Pressure at any path:

\[ P_{EX} = \frac{1}{2} \rho C_e V_w^2 F - H_D g C_e + H_{Fi} g C_i \]  \hspace{1cm} (2)

b) Internal correction

\[ COR = g(H_{Fi} C_i - H_{Fj} C_j) \]  \hspace{1cm} (3)

where

- \( \rho \) = external air density (kg/m³)
- \( V_w \) = wind speed (m/s)
- \( F \) = location correction factor (m/s)
- \( C_p \) = pressure coefficient (m/s)
- \( H_D \) = height of leakage path above datum (m)
- \( g \) = acceleration due to gravity (m)
- \( H_{Fi} \) = height of opening above floor of Room i (m)
- \( C_i \) = density of air in Room i (kg/m³)

and suffix j refers to conditions in adjacent room number j.

The internal correction (COR) is subtracted from the difference in pressure between two rooms. The corrected external pressure (PEX) replaces the external pressure in all flow calculations.
Figure 7  Vent flow chart
NOMENCLATURE

PBAR Mean pressure in building
P1, P2, P3 Room pressure
PSUM Sum of room pressures
Qex Flow to room from outside
QSUM Sum of room flows
Qsum1, Qsum2, Qsum3 Numbers represent estimate numbers

Figure 8 Acalc flow chart
Subroutine ACALC

This is the main calculation routine. The object is to satisfy the continuity equation for each room, and the whole building. In general the air flow equations are non-linear, so it is necessary to employ an iterative technique. The method employed is a numerical form of the well known Newton-Raphson technique. This approach is used so that almost any flow equation can be incorporated into VENT. An example of what might be included is given in Section 5.2.4.

Taking the room flow balance as an example:

a) An estimate is made of the internal pressure ($P_1$), and the sum of all flows from outside and adjacent rooms calculated, this should be zero, but unless the estimate is good, will have some value $Q_{SUM1}$ (calculated by Subroutine AFLOW which determines air flow from pressure drop).

b) Using a second estimate, $P_2$, calculate $Q_{SUM2}$.

c) A better estimate of the room pressure is then obtained from:

$$P_3 = P_2 + Q_{SUM2} \times (P_2 - P_1)/(Q_{SUM1} - Q_{SUM2})$$

Calculate:

$$Q_{SUM3} = \text{flow sum at room pressure } P_3; \text{ check if near to zero and if not:}$$

d) $P_1 = P_2$

$P_2 = P_3$

$Q_{SUM1} = Q_{SUM2}$

$Q_{SUM2} = Q_{SUM3}$

Return to (c) - and continue.

The process is applied to the whole building as well as each room, with the mean building pressure replacing room pressure in Equation (3). Figure 8 presents the flow chart for ACALC. Room convergence limits are based on the maximum flow from any single room opening and building convergence is related to the maximum flow through any single external opening.

Additional checks are made to ensure that $Q_{SUM1}$ is not equal to $Q_{SUM2}$, if this occurs then convergence is assumed - although a warning message is written to the terminal or log file. Experience has shown that such an event only occurs when close to a converged solution.
5.2.3 **Subroutine FOLLOW**

This subroutine is used to trace the passage of a contaminant from a source room, through each room in the building. It is assumed that the level in the source room is constant at 100%, the dilution in other rooms can then be calculated by solving the set of equations:

\[
L_i Q_i - \sum_{j=1}^{N_r} L_j Q_j' = 0
\]

(5)

where
- \(L_i\) is the level of the contaminant in Room \(i\) (%)
- \(Q_i\) is the air flow rate leaving Room \(i\) (m³/s)
- \(L_j\) is the level of the contaminant in Room \(j\) (%)
- \(Q_j'\) is the flow of air from Room \(j\) to Room \(i\) (m³/s)
- \(N_r\) is the number of rooms minus 1 (no solution is required for the source room).

Each room is treated as a source room in turn (unless there is no flow to adjacent rooms), so Equations (5) are solved \(N\) times. Gaussian elimination, with partial pivoting is used. Matrix inversion-based methods are not suitable because the equation set changes as the source room is changed.

5.2.4 **Example of an analytical flow solution**

The example is the calculation of flow through a large opening. Consider an opening of height \(H\), with external conditions given the suffix 0 and internal \(i\). then:

The pressure at any height \((y)\) is:

\[
\begin{align*}
\text{Outside} & \quad P_o - y g \rho_o \\
\text{Inside} & \quad P_i - y g \rho_i
\end{align*}
\]

(7)

Where
- \(P\) is the pressure at \(y = 0\)
- \(g\) is the gravitational constant
- \(\rho\) is the density of air, assumed here to be independent of height.

The point where these are equal, the neutral plane \((y = z)\) defines a boundary above which (if the inside is hotter than the outside) air flows out from the building, and below which there is a cold inflow.

\[
z = \frac{P_o - P_i}{g \left(\rho_o - \rho_i\right)}
\]

(8)
The flow into the building per unit width of opening is \( Q_i \):

\[
Q_i = W \int_0^Z C_D \left( P_o - P_i - \gamma g \left( \epsilon_o - \epsilon_i \right) \right) dy
\]

(9)

or

\[
Q_i = \frac{2}{3} WC_D \left( P_o - P_i \right)^{3/2} / (\epsilon_o - \epsilon_i) g
\]

(10)

where:

\[ W \] is the width of the opening

\[ C_D \] is the discharge coefficient

The outflow is obtained by integrating between the neutral plane and the top of the opening \( H \), giving:

\[
Q_i = \frac{2}{3} WC_D \left( P_i - P_o + H \right) \left( \epsilon_o - \epsilon_i \right)^{3/2} / (\epsilon_o - \epsilon_i) g
\]

(11)

6. CONCLUSIONS

This paper has attempted to describe the basis of the design for the ventilation of the bus station in fairly general terms, in particular to demonstrate how the work of the Air Infiltration and Ventilation Centre is used in industry. The paper does not contain a lengthy discussion of computer predictions because the inclusion of large numbers of calculations are of little value to those not directly involved with the design. More detailed information is available and can be supplied on request, by the authors.

The design of the ventilation system does, of course, not stop with the calculation of the required flow rates. It is necessary to size plant, locate the fresh air inlets in positions where there is the best chance of taking in the least polluted air, and in this example, assessing the time required to achieve full pressurization after the doors are closed. At present the project is still in the form of a proposal so no detailed design has been done. It is possible that the situation may have changed by the time of the conference.
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1. Introduction

This paper tries to give a reasonable description of the state of the art of the Belgian building stock with regard to ventilation. It is a result of research sponsored by IWONL/IRSIA (Institute for scientific research in Industry and Agriculture), SPPS (Science Policy Programming), the Ministry of Economic Affairs and the Belgian Building Research Institute (WTCB/CSTC).

2. Airtightness of Belgian Buildings

The B.B.R.I. has carried out since the beginning of 1985 some 200 pressurisation measurements. This gives a rather good indication of the airtightness level of our building stock.

Two well prepared measurement campaigns of more or less randomly chosen buildings, each containing some 40...50 measurements give us interesting information. These are discussed in 2.1. and 2.2.

2.1. Dwellings in the Namur' region [1], [2]

Some 40 dwellings were measured in 1985 in the region of Namur as part of IEA Annex 8 "Human behaviour with regard to ventilation".

An overview of the airtightness results is given in fig. 1:

![Graph showing airtightness results in Namur](image)

Fig. 1: Overview of measured n50-values in Namur [1]

These measurements, with an average n50-value of 10 h⁻¹ vary within a large range (3 - 40 h⁻¹). Enquiries carried out by the University of Namur (F.U.N.D.P.) [1] in these 40 dwellings have shown that there was on the one hand no relation between the impression by the inhabitants of the airtightness and the real airtightness and on the other hand - very surprisingly - there was for these 40 dwellings not a higher window use in more airtight dwellings, but instead in the more leaky dwellings.
The airtightness of some 45 school buildings was measured in the period 1986-1987. Fig. 2 gives the values found for the n\textsubscript{50}-value as a function of the year of construction.

Three important conclusions from this study are:

- the measured airtightness vary over a very wide range: n\textsubscript{50} from 0.5 h\textsuperscript{-1} to ± 40 h\textsuperscript{-1}. It is not so that the oldest buildings are the most leaky: there are a number of recently built school buildings which are extremely leaky. This is in most cases due to important leakages on roof level (see also 2.4.),

- only one of the measured school buildings had a mechanical ventilation system. All the other buildings can only be ventilated by opening the windows.

- the present airtightness level creates in a number of buildings problems: condensation and/or bad air quality in the airtight schools and draught problems and/or insufficient heating power for obtaining comfort temperatures in wintertime in other new well-insulated but leaky buildings.

![Fig. 2: n\textsubscript{50}-values for school buildings as a function of the year of construction [3].](image-url)
These two important measurement campaigns in addition to a large number of individual measurements, have clearly showed that:

- the airtightness level of Belgian buildings varies over a very wide range (rough estimation of 95% - region: $n_{50} = 1$ to $30$ h$^{-1}$)
- there is a very little concern about airtightness requirements with exception for windows but there is some growing interest.

It is clear that this situation is not optimal. In order to improve the present building quality, it is necessary to know where the major leakages are situated and their relative importance. This is analysed in 2.3. and 2.4.

2.3. Windows and doors

Windows and doors are by most people seen as major leakage sources in buildings but is this so in the reality? Fig. 3 shows the requirements [5] for new Belgian windows as well as the requirements in other countries.

![Fig. 3: Airtightness requirements for new windows [5].](image)

It indicates that the Belgian requirements are rather severe. A further analysis shows that windows with the Belgian airtightness requirements of fig. 3 have a small effect on the $n_{50}$-value: the $n_{50}$-value of a house with $V = 300$ m$^3$ and $50$ m$^3$ of open joints in the windows will only increase with $0.6$ h$^{-1}$ which is a very small fraction of the average Belgian airtightness value of $n_{50} = 10$ h$^{-1}$.

Laboratory measurements at the B.B.R.I. on new windows [6] [18] (fig. 4) show that some 95% of all the windows reach the lowest requirement and that even 20% of the new window are 10 times more airtight than the strongest requirement.
Fig. 4: Comparison of a sample of 100 new windows with the Belgian airtightness requirements [6].

Measurements on site were also carried out but in a less systematic approach. These results can be summarized as follows:

- New windows reach in many cases the requirements of fig. 3 but higher values are found in some cases. This seems mainly due to a bad installation of the windows and/or a lower quality of manufacturing.
- Older windows can be much leakier. In some cases values were measured in the range of 20...40 m³/hm. (at 50 Pa). Such windows represent in most cases the biggest air leakage of the building.

One can conclude by saying that windows and doors are in a certain part of the Belgian building stock, the major air leakage path but that they are in many Belgian buildings of minor importance.

This corresponds with the results reported in [5] where some 55 international measurements were analysed. The average contribution of the window leakages is some 20% (fig. 5).
2.4. Other leakages

In many Belgian buildings there are important leakages besides the window leakages.

- inclined roofs can be very leaky if the interior finishing is made of wooden or aluminium panels with open joints and if there is no air-barrier in the roof.

In 2 recently built school buildings, 1 office building and 1 individual dwelling, air flow rates of ± 100 m³/h,m² were measured at 50 Pa difference.

Fig. 6 gives a typical cross section of such a roof [7].

In both schools and in the individual dwelling, 1 room has been renovated by installing a PVC-foil in the roof construction.

Table 1 summarises the results. The results indicate the importance of good workmanship.

<table>
<thead>
<tr>
<th>Situation as in fig. 6</th>
<th>n₅₀ (h⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVC-foils (0.2 mm) between layers 1 and 2, joints not taped</td>
<td>27</td>
</tr>
<tr>
<td>PVC-foils (0.2 mm) between layers 1 and 2, joints well taped</td>
<td>12</td>
</tr>
<tr>
<td>PVC-foils (0.2 mm) between layers 1 and 2, joints well taped</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 1: Measured n₅₀-values in a classroom (with 3 different situations for the roof construction [7]
1. Interior finishing (small wooden or aluminium panels with open joints)
2. Mineral wool
3. Rafter
4. Menuiserite (cement plates reinforced with natural mineral fibers)
5. Undulated panel or tiles

Fig. 6: Typical cross section of an inclined roof with very poor airtightness [7].

Lower air flow rates are found if the interior finishing is made of panels without open joints, but such finishing without an air-barrier elsewhere is not enough in order to obtain a good airtightness.

Very good results are always found if inclined roofs have an interior finishing made of gypsum board or similar panels without open joints and/or if the roof is plastered at its interior surface.

However, severe draught problems were found in a few cases with non-airtight light ornaments built in the roof construction.

Cavity walls, which are very common in Belgium, are normally assumed to be airtight. Several measurements have shown that all types of walls which are plastered are very airtight ($\phi_{50} = \text{air flow rate for } \Delta P = 50 \text{ Pa} \lessgtr 1 \text{ m}^3/\text{hm}^2$). One type of cavity walls is rather leaky: cavity walls made of heavy concrete blocks without plastering have in most cases leakage rates of the order of $\phi_{50} = 10 \text{ m}^3/\text{h},\text{m}^2$ [8] [9]. The two experimental houses at the BBRI (with $n_{50} \sim 10 \text{ h}^{-1}$) have such cavity walls. The walls represent 40 to 50 % of the total building leakage.
3. Ventilation previsions

A description of the ventilation previsions in an average Belgian dwelling and school building is very simple: most buildings have only openable windows to control the ventilation. Small ventilation devices for air inlet, ventilation ducts and/or mechanical systems are seldom found. This is probably largely due to the fact that until now clear recommendations and/or requirements don't exist. In highrise apartment buildings it is rather common to find natural ventilation ducts in the bathroom and the W.C. but nothing in the kitchen.

Most of the new Belgian houses have still no ventilation previsions. This is in strong contrast with the situation in surrounding countries such as the Netherlands and France. Both countries have building regulations and the new buildings have therefore ventilation previsions. Table 2 summarises the situation in France for the year 1986 [10].

<table>
<thead>
<tr>
<th>Ventilation system</th>
<th>Apartments</th>
<th>Individual dwellings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global and permanent ventilation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mechanical</td>
<td>70,000</td>
<td>100,000</td>
</tr>
<tr>
<td>traditional</td>
<td>15,000</td>
<td>10,000</td>
</tr>
<tr>
<td>humidity controls</td>
<td>5,000</td>
<td>5,000</td>
</tr>
<tr>
<td>natural</td>
<td>10,000</td>
<td>40,000</td>
</tr>
<tr>
<td>Permanent ventilation</td>
<td>0</td>
<td>25,000</td>
</tr>
<tr>
<td>Mechanical or natural</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of dwellings built in 1986</td>
<td>100,000</td>
<td>180,000</td>
</tr>
</tbody>
</table>

Table 2: Estimation of the number of dwellings built in 1986 specified with regard to the ventilation system [10].
4. Ventilation related problems in Belgian buildings

4.1. Introduction

The combination of a large non-intended range of airtightness levels and the non-existence of appropriate ventilation provisions signifies in practice a very large variation in air change rates. This is qualitatively shown in fig. 7.

![Graph](https://via.placeholder.com/150)

**Fig. 7**: Seasonal air change rate for the whole building stock as a function of the ventilation system (qualitative approach).

Fig. 7 shows the average seasonal air change rate for the whole housing stock. In the situation with no ventilation provisions, there is a very wide range due to the wide range in airtightness and the non-existence of ventilation provisions. It seems not possible to give clear statements about the average of both populations (A > B or B > A) but it is very clear that the standard deviation of A is much smaller than the standard deviation of B.

One conclusion is that it is very difficult to predict the air change rate for dwellings with uncontrolled airtightness and no ventilation provisions (Belgian situation).
Fig. 8 gives the air change rates measured in an individual dwelling at the B.B.R.I.: too low air change rates during periods of low wind velocities and much too high air change rates during periods of high wind speed.

Fig. 8: Measured hourly air change rates in an individual dwelling at the BBRI (period: December 1985 - March 1986, $n_{50} = 10$ h$^{-1}$) [8]

The conclusion is that the level of air change rates in dwellings with an uncontrolled airtightness level and no ventilation provisions can vary over a very wide range. Very low air change rates will be found in airtight dwellings and/or during periods of low wind speeds and high outside temperatures and very high air change rates can be found in leaky dwellings and/or long periods of cold weather with high wind speeds. A large range of problems can be the result of it. Some of them are discussed in 4.2. till 4.5.

4.2. Condensation and mould growth

Condensation and mould growth are a real problem in Belgium as well as in other surrounding countries. This problem is analysed in IEA-annex 14 "Energy and condensation". [11] Fig. 9 shows the results of a large enquiry in some 2334 social dwellings distributed over 93 social housing estates [12].
Each point in the figure corresponds with 1 housing estate and it gives the average number of rooms per dwelling with condensation and/or mould growth on walls. This figure shows on the one hand that there are in most of the housing estates problems and on the other hand that the highest values are found in the more recently built housing estates.

![Figure 9: Average number of rooms per dwelling for 93 social housing estates as a function of the year of construction [12]](image)

Condensation and mould growth are in most cases the result of a combination of the following conditions: thermal bridges, low internal temperatures, high humidity production per m³ of dwelling volume and low ventilation rates. The BBRI has analysed in the period 1985-1988 a number of condensation and mould growth problems in depth. Pressurisation measurements were carried out and very low $n_{50}$-values in combination with no appropriate ventilation pressures were in almost all cases found. It is therefore our strong impression that on the one hand thermal bridges and/or a poor insulation level are the most evident reasons for these problems, but that on the other hand the ventilation condition can influence the condensation and mould growth problems in a strong way.

It is clear that very low ventilation rates have to be avoided. Fig. 10 shows ventilation rates measured in a recently high-standing built Belgian dwelling without any ventilation prevision. Such low air change rates in combination with a "normal" production of water vapour can give humidity levels which are high enough to create severe moisture and condensation problems. This is clearly illustrated in fig. 11, which gives the water vapour content of the air as function of the air change rate for a given situation and with the assumption of no condensation.
The fact that low air change rates have to be avoided does of course not mean that very high air change rates are the best solution. Very high air change rates in buildings with a high thermal inertia are in certain situations even the cause for humidity problems.

This is shown in a research project sponsored by IWONL/IRSIA. The following situation was simulated in a hot box - cold box: a room which was ventilated during a long period with open windows, so that the room becomes very cold, is from a certain moment on heated with the windows closed. Fig. 12 gives the cross section of the non-insulated cavity wall with balcony where fig. 13 gives the evolution of 3 representative temperatures.

The rise of the temperature in the corner A is very slow.
Fig. 12: Cross section of hot box - cold box with cavity wall and balcony [15].

Fig. 13:
Evolution of 3 representative temperature [15]

Fig. 14:
Maximum allowable relative humidity above which condensation in A will occur [15].
This is also clear from fig. 14 where the evolution of the relative humidity of the indoor air is given above which condensation will occur in the corner A. The conclusion from this research is that it is much better to ventilate the room continuously with a rather low air change rate.

4.3. Air Quality - Odours

The air quality of the indoor air is in most cases proportional with the inverse of the air change rate.

Anoyance due to body odour is a problem in many classrooms and meeting rooms. A simple but rather accurate indication of the odour-level is the CO₂-level. Several countries have regulations based on acceptable CO₂-levels, which are situated between 1000 and 1500 ppm.

The BBRI has started in collaboration with the Superior Institute of Architecture "Sint Lucas" in Gent, and with the financial support of IWONL/IRSIA, a research with regard to air quality in schools. In the first phase 260 instantaneous CO₂-measurements were carried out in 10 different schools.

Fig. 16 summarizes the results. The average CO₂-level is 1702 ppm. Table 3 indicates the number of measurements exceeding a certain level. It appears that almost 50 % of the measured values were above 1500 ppm. A more detailed monitoring in 5 of these schools is foreseen during the heating season 1988-89.

Fig. 16: Histogram of measured CO₂-levels in 260 classrooms.
Table 3: Number of CO₂-measurements in classrooms exceeding a certain limit [16]

<table>
<thead>
<tr>
<th>CO₂ (ppm)</th>
<th>≥ 1000</th>
<th>≥ 1200</th>
<th>≥ 1500</th>
<th>≥ 2000</th>
<th>≥ 2500</th>
<th>≥ 4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>ABS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>181</td>
<td>147</td>
<td>123</td>
<td>84</td>
<td>47</td>
<td>11</td>
</tr>
<tr>
<td>%</td>
<td>70</td>
<td>57</td>
<td>47</td>
<td>32</td>
<td>19</td>
<td>4</td>
</tr>
</tbody>
</table>

4.4. Radon

Research on the natural radio-activity in dwellings due to radon is carried out by the BBRI in collaboration with the Institute for Nuclear Research of the University of Gent and with the financial support of IWONL/IRSIA [17].

Long time concentration measurements in 300 dwellings were done during the last 2 years. The research clearly indicates that the soil below the buildings is the major cause. Low levels are found above the rivers Sambre and Meuse (average 39 Bq/m³) while much higher values are found in the geological Ardennes (average 99 Bq/m³).

Extrapolation of the measurement results lead to 65,000 Belgian dwellings which should be above 150 Bq/m³. This level of 150 Bq/m³ seems internationally accepted as the limit above which remedial actions become desirable.

It is clear that the radon-problem is much more than a ventilation problem. However, literature as well as a few Belgian experiences with remedial actions, indicate that ventilation research is on the one hand an important tool to understand the problem and on the other hand in many circumstances a big help to find efficient solutions.

4.5. Comfort problems

From several researches, carried out in the period 1985-1988, one can conclude that serious comfort problems are sometimes the results of poor airtightness, important localised leakages or - more in general - errors with regard to the airtightness.

The results of it are problems of a different nature:
- draught problems (mostly due to important localised leakages)
- high air velocity at inner door level.
- too low air temperatures (especially in very leaky, thermally well insulated buildings with a heating system dimensioned according the standards)
- difficulties to open inner doors due to high pressure differences across the doors (ex. 80 Pa difference was found between the kitchen and the living room in a recently built dwelling (n50 = 12 h⁻¹) when the extractor in the kitchen is functioning.
CONCLUSIONS

The Belgian research projects on ventilation in buildings, which were carried out during the last years, allow to give a rather precise overview of the quality of the Belgian building stock on this matter.

It shows that the airtightness vary very much from one building to another. Very leaky as well as very airtight buildings are frequently found. The almost non-existence of controlable ventilation previsions in individual Belgian dwellings is remarkable.

Some problems in Belgian Buildings (condensation, odours, radon, comfort) were discussed as well as their relation to ventilation. It is clear that a better ventilation will lead to a significant reduction of these problems.

An important conclusion with regard to the future concerns the urgent need of improved concepts for the ventilation control in Belgian buildings.

Finally, but not at least, it is our believe that the present situation of the Belgian building stock is not worser or better than 5 years ago. The difference is that we have now a reasonable idea where the problems are situated and that we have also already some answers how to solve them.

The Belgian membership of the Air Infiltration and ventilation Center has contributed in a significant way to this increase of knowledge.
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