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SUMMARY 

A simple model is developed for the esti
mation of annual infiltration rates in single
family houses using indicators for both 
house tightness (air changes at 50 PaY and 
site climate (the leakage-infiltration ratio). 
This technique is best suited to low-accuracy, 
large dataset problems where detailed data 
are not available. The method is similar to 
the method attributed to Kronvall and 
Persily (i.e. the K-P method), but is derived 
from a physical model, the LBL infiltration 
model. The estimation technique is devel
oped assuming a typical, single-story dwelling; 
correction factors for common variations 
in building and environmental conditions 
are tabulated. A map of the leakage-infiltra
tion ratio in the U.S. for the reference case 
is also presented. 
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INTRODUCTION 

Infiltration is a nonlinear phenomenon 
which is dependent on a great many details 
of the building, its environment, and the 
driving forces. An exact calculation of infil
tration for a real building is currently beyond 
practical capabilities; to calculate infiltration, 
therefore, one must always use approximate 
techniques. 

Approximate (or simplified) techniques 
range from simple to complex and more 
accurate ones. Many of the crudest models 
have been developed without any considera
tion of the basic physical principles at work. 
In this report we derive a very simple model 
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for estimating annual infiltration, using one 
of the relatively more complex, but physi
cally based models, which takes these princi
ples into account_ 

BACKGROUND 

Like conduction, infiltration can be sepa
rated into an essentially weather-independent 
part (the air leakage of the envelope) driven 
by a weather-dependent term (wind and 
temperature difference). Unlike conduction 
loads, infiltration loads are nonlinear (i.e. 
the load is not simply proportional to the 
inside-outside temperature difference) and 
depend upon wind velocity in addition to 
the inside-outside temperature difference. 
As shown below, the weather-independent 
part can be partially quantified by the fan 
pressurization technique, while the interac
tion with climate requires a model for the 
infiltration process. 

Fan pressurization 
The fundamental building property af

fecting infIltration is the air leakage of the 
envelope. Fan pressurization is most com
monly used for measuring the air leakage 
of a building envelope. Currently there 
exists a U.S. standard [1] for determining 
air leakage rates using fan pressurization. 
Canadian and ISO standards are being de
veloped. 

The fan pressurization technique exploits 
the relationship between the flow through 
the building envelope and the pressure dif
ference across it. The most common form 
[2] of the equation is a power-law rela
tionship: 

(1) 
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where /::,P is the pressure difference (Pa), Q 
is the total infiltration (m 3/s), C is the leakage 
coefficient (m 3/h Pan), n is the leakage ex
ponent (-). The exponent is normally found 
to be between the two physically meaningful 
values of n = 1/2 (nozzle or orifice flow) 
and iz = 1 (laminar flow). 

Assuming the house leakage can be re
presented by an equivalent nozzle, the quan
tity that characterizes the leaks can be treated 
as an (effective leakage) area. For this reason 
we often use the effective leakage area (ELA) 
at a specified reference pressure to charac
terize the leakage of the envelope. The 
defining relation follows: 

ELA == Q(M = APr) 
(2APr /p)1/2 

(2) 

where ELA is the effective leakage area (m2), 
APr is the reference pressure difference (Pa), 
p is the density of air (1.2 kg/m 3). In other 
words, the ELA of a particular crack is equal 
to the area of a perfect nozzle (i.e., discharge 
coefficient of unity) which, at the reference 
pressure, would pass the same amount of 
air as the crack. 

LBL infiltration model 
Fan pressurization quantifies the leakage 

of the envelope, but we need a model of the 
driving forces and their interaction with the 
building to calculate infiltration. One of the 
simplest, most widely known physical models 
of infiltration is the Lawrence Berkeley 
Laboratory (LBL) infiltration model [3]. 
The LBL model calculates infiltration which 
occurs through the envelope of the building 
by assuming that envelope leaks can be 
treated as simple orifices whose leakage 
characteristics can be quantified in a single 
parameter. Because the driving pressures 
on these leaks are caused by wind, indoor
outdoor temperature differences., and me
chanical ventilation systems, the flow due to 
each driving force is calculated separately, 
then combined by quadratic superposition. 

Simply stated, infiltration is calculated by 
mUltiplying the ELA by the specific infiltra
tion, 5, as obtained by using the LBL model: 

Q = ELA X 5 (3) 

where 5 is the specific infiltration (m/s), The 
specific infiltration is a function of both the 

wind speed and temperature difference, as 
well as some building.dependent param
eters: 

(4) 

where fs is the (infiltration) stack param
eter (m/s K I/

2), fw is the (infiltration) wind 
parameter -(-), ~T is the indoor-outdoor 
temperature difference (K), v is the wind 
speed (m/s). Although the values of the wind 
and stack parameters (f w, fs) [4] depend 
upon the leakage distribution and siting of 
the particular structure being modeled, typ
ical single-family houses have values of: 

fw == 0.13 

fs == 0.12 m/s KI/2 

(5a) 

(5b) 

A specific infiltration calculated using these 
reference values of the building-dependent 
parameters and averaged over the year will 
be denoted by 5a • 

We tabulated values for specific infiltra
tions for major weather sites across North 
America [5], and the seasonal averages were 
found to lie between 0.45 - 1.1 mis, with an 
average of 0.75. 

DEVELOPMENT OF INFILTRATION INDICA

TORS 

The earliest serious use of the fan pres
surization technique was in Sweden. The 
Swedish standard [6] stated that fabric of 
the building must leak no more than three 
air changes per hour at a 50 Pa pressure dif
ference. Since that time "air changes at 50 
Pa", ACH so, has been the most common 
indicator of building tightness and is also 
relatively well knovvn *. In the last few years, 
more physically meaningful methods to 
describe building tightness have been devel
oped [7], but none are as simple or as repro
ducible as ACHsoo Although ACH so may not 
be as physically meaningful as these other 
quantities, it is the most suitable tightness 
indicator. We use ACH so as our leakage in
dicator. 

>:< ACHso should not be confused with an infiltration 
rate; it is an air flow at an artificially induced condi
tion and is an indicator of leakage not infiltration. 



Climate indicator 
As infiltration models were being devel

oped, early work attempted to find a simple 
correlation between leakage and infiltration. 
One piece of work widely known by re
searchers in the field is called the K - P model 
and is attributed to Kronvall and Persily [8]. 
It holds that a good estimate of annual in
filtration rate can be achieved by dividing 
ACHso by 20: 

ACHk _ P == ACHso/20 (6) 

where ACHk _ P is the air changes per hour 
calculated using the K-P model (h-1), ACH so 
is the air changes per hour at 50 Pa pressure 
difference (h-1). 

Persily used his [9] and Kronvall's data 
[10] to regress the infiltration against the 
leakage for more than 40 houses and achieved 
the following result: 

ACH;:::: ACHso - 0.08 (7) 
18 

where ACH is the air changes per hour (h-1). 
Although this simple expression ignores many 
details of the infiltration process, it appears 
to give qualitatively reasonable results for 
annual ensemble averages. This qualitative 
agreement suggests that we use relatively 
more robust techniques to find an approxima
tion of this form. 

We now derive a similar type of expression 
for annual air change rate using our knowl
edge of leakage (ELA) and infiltration (the 
LBL model). The form we wish to derive is 
as follows: 

ACH = ACHso/N (8) 

where N is the leakage-infiltration ratio. 
Using the above definitions for ELA and 
infiltration (remembering that the air change 
rate is the infiltration rate divided by the 
volume), we can rel.ilfrite the LBL model's 
result as follows: 

( 
P )1/2( 4(Pa) )" ACH = ACHso -- --- s 

8(Pa) 50(Pa) 
(9) 

If we compare the previous two expressions, 
we can see that the LBL model can be cast 
into the desired format, without loss of 
generality, as follows: 

N = y: (8(pa)) 1/2(50(pa»)" (10) 
s p 4(Pa) 
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As this expression is written, the leakage
infiltration ratio is a function of time. To 
make it analogous to the Kronvall-Persily 
result, we must average over the year. We 
will, furthermore, take typical values for all 
of the building-dependent values to obtain 
the following result: 

N;:::: No == 14/sa (m/s) (11) 

where No is the typical annual average leak
age-infiltration ratio (-), Sa is the typical 
annual average specific infiltration (m/s). 
(The subscript "a" indicates that the refer
ence values for ts and t w have been used, and 
a temporal weather average has been taken 
in the calculation of s. Furthermore, an 
average value of n = 2/3 was used, based on 
a survey of fan pressurization data [11] .) 
Corrections to the indicators for variations 
in these assumptions are covered in the fol
lowing Section. 

We will use the leakage-infiltration ratio, 
No, as our basic climate indicator. 

CALCULATION OF INFILTRATION INDICATORS 

From the definition of leakage-infiltration 
ratio we see that every climate can have a 
different value indicator. To determine typ
ical values, we calculate the leakage-infiltra
tion ratio using a dataset consisting of hourly 
weather data for over 200 sites in the United 
States and Canada [12]. The ratios at the 
individual sites range from about 15 to 30. 
Figure 1 illustrates this ratio, which for most 
of North America lies between the values of 
17 and 23. Figure 1 can be quite useful in 
estimating the annual infiltration rate when 
only the leakage at 50 Pa is known. 

If one is looking for a single number with 
which to characterize the climate, the leak
age-infiltration ratio could be calculated 
using an average specific infiltration for a 
large area. Using a value of specific infiltra
tion typical of the U.S. (Le., 0.75 m/s), we 
find a leakage-infiltration ratio approxi
mately equal to 19. Thus, the value of 20 
suggested by the K - P model was close to 
the mark*. 

*It is interesting to note that in Princeton, New 
Jersey - where Dr. Persily obtained his data - the 
value of the leakage-infiltration ratio is just under 
20. 
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Fig. 1. A graph of the United States indicating zones of various leakage-infiltration ratio. 

Correction factors 
In calculating No, we assumed typical 

values for building parameters. Although this 
simplification can easily cause some error 
in the estimate, when little is known about 
the building, or when estimates are being 
made for large numbers 'of houses, this 
simplification is necessary and unlikely to 
cause large errors. Often, though, an estimate 
of annual infiltration will be desired for a 
particular house for which a little more in
formation is known. For this situation, we 
have developed a set of correction coeffi
cients that can correct the leakage-infiltra
tion ratio and reduce inaccuracy: 

(12) 

where cf 1. 2. 3 are the correction factors. 
We present three correction factors: one 

for building height, the second for site shield
ing, and the third for leak type (i.e., leakage 
exponent). The first two factors correct for 
variations in the reference values of fs and 
f w in the LBL model. Reference 7 should be 
consulted for the exact definitions of these 
parameters. The last correction results from 
uncertainties in the leakage exponent. Refer
ence 11 indicates that the standard deviation 
of the leakage exponent is approximately 
1/10. We have used this value in calculating 
the leakiness correction factor. 

The first and simplest correction is for 
building height. The standard assumption 
is for a single-story structure. If you know 
the building height, you can correct the 
leakage-infiltration ratio, No, by multiplying 
the base ratio using the following factor: 

TABLE 1 

Height correction factor 

Number of stories 

Correction factor 

1 

1.0 

1.5 

0.9 

2 

0.8 

3 

0.7 

The LBL infiltration model contains a 
parameter to indicate the building site's 
exposure to wind. In our calculation of No 
we used a typical value. If, however, you have 
information about the environment imme
diately surrounding the building, you can 
correct the leakage-infiltration ratio as fol
lows: 

TABLE 2 

Shielding correction factor 

Well shielded 
Correction factor 1.2 

Normal Exposed 

1.0 0.9 



A leakage value of 50 Pa creates uncer
tainty in extrapolating to the 4 Pa value 
needed by the models. This extrapolation 
is heavily dependent on the value of the 
leakage exponent, n. We have, therefore, 
developed a set of correction factors to ac
count for this inaccuracy. Even if the expo
nent is unknown, its value is highly correlated 
with the types of leaks. In a building with 
lots of little cracks, a situation typical of 
tighter buildings, the exponent is high (> 0.8). 
In a building with large holes, typical of 
leakier buildings, the exponent is low (~ 0.5). 
From this description, the following table 
can be used to correct the leakage-infiltra
tion ratio: 

TABLE 3 

Leakiness correction factor 

Small cracks Normal Large holes 
(tight) (loose) 

Correction factor 1.4 1.0 0.7 

Example 
To illustrate the technique we take a group 

of two-story houses just built near Washing
ton, DC. First, we note that the base leakage
infiltration ratio is approximately 21 in 
Washington (Fig. 1). Then we correct for 
height, noting that the correction factor is 
0.8 for a two-story house. We then look to 
the shielding correction, and take the ex
posed value of 0.9 because there is very 
little shielding in a new housing project. 
Since we know nothing at this stage about 
the types of leaks, we use the default value 
of unity. Thus, the corrected ratio is 21 X 
0.8 X 0.9 = 15 in our example. Should a 
particular house have a 50 Pa air change 
rate of 10 air changes per hour, we would 
estimate the annual infiltration rate to be 
2/3 per hour. 

UN CERTAINTIES 

In any qualitatively simple model such 
as the one developed above, the uncertainties 
will be large. They will be both systematic 
and random, as well as being hard to estimate. 
The size of the correction factors give an 
indication of some of the uncertainties (i.e., 
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10% - 40%) depending on the building, in 
addition to the uncertainties from the LBL 
model itself. 

A good error analysis would involve a 
detailed simulation effort to model the 
distribution of buildings, climates, and 
other relevant factors. It should also in
clude a large set of measured vs. predicted 
infiltration rates. Such an effort is beyond 
the scope of this report, but as this model 
is used it may be possible to generate the 
necessary data for a good error analysis and 
validation. 

CONCLUSIONS 

In this paper we have used a simplified, 
physical model of infiltration - the LBL 
model - to heuristically corroborate a simple 
infiltration estimation technique. 

The choice of model type and complexity 
is strongly a function of application. A 
detailed description of how to choose the 
appropriate model for a specific application 
is beyond the scope of this report. (Cur
rently the Air Infiltration and Ventilation 
Centre is preparing a guide [13] to help users 
decide which kind of model to use.) However, 
it is clear that any time short-term or highly 
specific building specific estimates are re
quired, the approach described herein is un
advisable. 

For large ensembles of annual averages or 
for rule-of-thumb estimates, the simplified 
method of indicators is appropriate. Of the 
two indicators used, one of them - the 
leakage indicator (ACH so) - is weD. known 
in the community. However, the climate 
indicator, No, the leakage-infiltration ratio 
is new. 

The way we have defined No is purely 
dependent upon the average climate at the 
site of interest. We have, however, defined a 
set of correction factors which use building
specific information to improve the estimate 
of infiltration. Future work should involve 
using field data to ascertain the accuracy of 
this method. 
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