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1. INTRODUCTION 

This report describes the first stage of an investigation which is 

1n progress in the Oxford University 4m x 2 m industrial aerodynamics wind 

tunnel and which is due to be completed in the autumn of 1978. It is one 

of several parallel investigations designed to provide wind tunnel data 

for comparison with the recently completed full-scale test'~ by the Building 

Reseat'ch Establishment on the Grenville Green housing estate at Aylesbury 

(Eaton & Mayne 1975, Eaton, Mayne and Cook 1976). 

The Grenville Green estate, shown in Figs. 1 and 2 features S1X parallel 

rows of two-storey terraced houses aligned at 3320 relative to true north. 

The prevailing south-westerly winds thus blow across the estate approximately 

at right angles to the building rows. 

In addition to the estate houses, a specially built test house with 

a variable pitch roof was sited to the west of the estate as shown in Fig. 2. 

Close to the test house a 20m high mast carried a wind vane and several cup 

anemometers to monitor the incident wind during tests. 

Pressure measurements on the estate were made by flush-mounted diaphragm 

transducers. The backing pressure for these transducers, which therefore 

became the reference pressure for a11 measurements, was derived from tubed 

connections of considerable length to a small underground cavity, approximately 

16m3 in volume, vented by a small hole to ground level in a field between the 

test house and the first row of estate houses. By virtue of the cavity volume 

and the damping effect of the connecting tubes, the reference pressure was 

presumed to be steady although the actual time-constant does not appear to 

have been measured. 

Data published from these tests include mean pressures, variable and 

peak values as well as power-spectral density distributions for strong winds 

from various directions. 

In the present wind tunnel study it was decided to concentrate first 
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upon the prevailing south-westerly wind direction for which the approaching 

wind passed over an uninterrupted fetch of open farmland. The present 

report therefore describes the development of a single wind simulation 

appropriate to this terrain together with the first stage of the pressure 

measurements leading to a comparison of mean pressures. 

Other wind tunnel measurements on this estate have been reported by 

Bray (1977) at the University of Bristol and by Apper1ey of the University 

of Sydney, working at the University of Western Ontario. In addition, the 

authors understand that similar experiments are being conducted by Gardener 

at C.S.T.B. Nantes, by Holmes at the University of Queensland and by Cook 

at the Building Research Establishme~t,Garston. 

It is anticipated that the comparison of results from these various 

facilities, as they become available, together with the full-scale data 

already collected will help to provide the experience necessary for making 

realistic appraisals of the significance of measured data both at model scale 

and at full scale. It could also lead to useful improvementsin technique. 
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2. THE WIND TUNNEL 

The new 4m x 2m low speed wind tunnel, which was completed at the 

Oxford University Engineering Laboratory in 1974, has been described fully 

by Wood (1977). It is an open-return tunnel with a contraction of area 

ratio 2.8 leading to a 14m long working section. The flow is divided 

downstream of the working section and is carried by two diffusers of area 

ratio 1.54 with 3.5 degrees equivalent cone angle to a pair of Woods 

280-JG-7l/l0/20 variable pitch, 16 bladed axial fans. 

A pole-changing system on the induction motors provides two alter-

native fan speeds of 594 r.p.m. or 296 r.p.m. while a specially designed 

control system varies the pitch of the two fans in common mode and in 

differential mode to provide any selected wind speed from 0 to 30m s-l 

(empty tunnel) with a balanced flow in the diffusers. 



3. INSTRUMENTATION AND DATA PROCESSING 

For velocity measurements, two Disa K series bue wire anemometers 

were available. However, where dynamic pressures rather than velocities 

were required a pilot-state tube was often found more convenient. 

The basic instrumentation used for the pressure measurements consists 

of two DISA miniature pressure transducers based upon the B & K 1 inch 

capacitance microphone. Where frequency response was not a limiting 

factor, these could be mounted in Type D, 48 port, solenoid driven 

Scanivalves. Alternatively they could be mounted directly in special 

low-volume adapters either inserted in individual surface pressure-

drillings or connected to them by short lengths of flexible tube. 

The DISA transducer system operates by using capacitance changes in 

the miniature microphone to vary the frequency of a sensitive oscillator. 

A reactance convertor then produces an analogue voltage output. Calibration 

against a Betz micromanometer showed that the voltage output was linear with 

an extremely stable slope which, on the sensitive range used in the present 

-2 -2 tests, approached 160 Nm per Volt so that pressure changes of 1 Nm were 

easily detected. With its high frequency response it was thus an ideal 

instrument for measuring small oscillating pressure signals. 

When used for mean pressure measurements however, at the low signal 

levels found in the present experiments a serious difficulty is caused by 

the relatively large and random zero-drift rates. Zero-drift is caused 

partly by the temperature sensitivity of the oscillator frequency and partly 

by the fact that capacitance changes caused by small displacements of the 

short co-axial microphone cable are not small compared with the pressure-

induced capacitance changes in the microphone itself. The instrument is 

therefore extremely sensitive to vibration. 

In mounting the transducers therefore, for mean pressure measurements 

in particular, the whole transducer unit, including the oscillator and the 

connecting cable was sandwiched tightly between encasing blocks of expanded 
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polystyrene. The scanivalve was also encased in the same block but to prevent 

the ~ransmission of vibration caused by the operation of the stepping 

soleniod, the microphone was not mounted in the scanivalve body as is ususal. 

Instead it was connected to the common pressure by means of special adaptor 

and a very short flexible tube. 

It must be emphasized of course that this mode of operation reduced 

the frequency response of the system and was therefore used only for mean

pressure measurements. 

For signal conditioning, a dual-channel Kemo switchab1e filter was 

provided. Also, D.C. preamplifiers were used to adjust the level of the 

output signals from the velocity and pressure transducers before connecting 

them to the analogue-digital converter of a PDP 11/10 computer which is 

situated close to the wind tunnel. 

Subject to the needs of other users of the shared computing facility, 

the majority of the data reduction programmes written for these experiments 

are capable of producing numerical results in real time and returning them 

to a teleprinter in the tunnel control cabin as each run progresses. Graph 

plotting being a little slower, is normally done later, although an 

oscilloscope is used for an instantaneous display where necessary. 

The computer itself was not available at the start of the project and 

initial measurements were taken using instead a Hewlett-Packard Corre1ator 

kindly loaned by Mr. T. V. Lawson of the University of Bristol. From the 

correlation, with the aid of a tape punch interface, 100 point probability 

density distributions and autocorrelation functions were transferred on paper 

tape to the Oxford University I.C.L. 1906 computer for further processing. 

After the necessary software for the PDP 11 had been prepared and 

before the corre1ator was returned it was verified that the two data 

processing systems were producing consistent results. 
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4. THE MODEL 

The availability of a 3.5 m diameter turntable near the downstream 

end of the working section led to the choice of a model scale of 1/75. As 

shown in Figs. 2 and 3 this allows the whole of the relevant part of the 

estate to be mounted on the turntable. 

The houses were constructed of 3 mm plywood to plana supplied by the 

Building Research Establishment. This construction allowed the removal of 

whole houses or of individual panels for the insertion of pressure trans

ducers or connecting tubes. 

The tubes used were approximately 1.5 mm in diameter and were carefully 

finished flush with the external surface of the models after insertion. 

Taking advantage of the deliberately recessed design of the turntable, 

the model 'was assembled on a set of removable chip-board panels. When these 

were mounted in the tunnel, the ground surface was flush with the tunnel 

floor, while there remained space underneath for instrumentation. 
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5. WIND SIMULATION DESIGN 

5.1 General Discussion 

The parameters used to describe the structure of turbulent wind 

flow are merely statistical descriptions. This is unavoidable and the 

number required for a complete description is large and indeterminate. 

The number of parameters used in practice depends upon the level of 

description which is thought necessary. The current state of opinion 

in architectural aerodynamics is that an absolute minimum description 

must include not only the mean velocity profile but also the distribution 

of turbulence intensity (for longitudinal components at least) together 

with spectral information to describe the frequencies present. 

Because the flow of strong winds over the earth have distributions 

of mean velocity and turbulence which are similar to those found in 

turbulent boundary layers elsewhere, it is normally accepted that the 

best wind tunnel simulation for strong winds must be generated by the 

natural growth of a turbulent boundary layer. This philosophy permits 

the reassuring presumption that a simulation in which the basic parameters 

listed above have been matched to the prototype, is in fact a better 

simulation than it appears to be. This is because it has the same 

fundamental nature as the prototype flow and is therefore likely to 

exhibit corresponding values of other parameters. e.g. Reynold's stress 

distribution perhaps, which are not in fact measured. 

The ideal of a naturally grown boundary layer is often found to be 

impractical however, because of the excessive tunnel 1engthraquired to 

grow a boundary layer of sufficient thickness. The next best approach 

is to induce the accelerated growth of the required boundary layer over 

a shorter Jetch of wall roughness. 

To achieve this, an artificial input of shear and turbulence 
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is provided at the upstream end which, although it is expected to decay 

and play very little part in the structure of the final flow, has the 

effect of promoting the rapid diffusion of the required characteristics 

generated by the rough wall. This argument forms the basis for many of 

the accelerated growth methods described for example by Counihan (1969) 

or Cook (1973). 

5.2 Selection of a Simulation Target 

During the full-scale experiment~ at Aylesbury the wind speed was 

recorded continuously at heights of 1.5 m, 5 m, 10 m, 15 m and 20 m above 

ground level. 30 minute mean values are quoted by Eaton & Mayne (1974) 

together with turbulence intensity measurements and freque~cy spectra at 3 m, 

5 m and 10 m. The cup anemometers employed in this work had a high frequency 

cut-off at about 0.5 hz. 

The results of these measurements are reproduced in Figs. 4 and 5. 

Also shown are curves derived from wind speed data supplied by the Engineering 

Sciences Data Unit (E. S.D. U. 1972, 1974). 

In selecting the E.S.D.U. data most appropriate to the Aylesbury site 

it was noted that the prevailing westerly winds approach the site over several 

kilometres of level, open farmland (Fig. 1). For this terrain the empirical 

toughness factor Zo in the logarithmic velocity profile was estimated to be 

0.07 m (Bray (1977) chose 0.1 m, see below). The zero-plane displacement 

d was taken to be zero. 

It is clear from Figs. 4 and 5 that there is rather poor agreement 

between the E.S.D.U. data, which represents the average of a large number 

of collected measurements, and the particular flow found at the Aylesbury 

site. This discrepancy not only draws attention to the large scatter which 

is a feature of much full-scale data, but in the present context it also 

raises a fundamental question about the basic philosop~y of designing wind 

tunnel simulations. 
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At first sight it would appear to be better, where such data is 

available, to simulate as far as possible the locally measured wind conditions 

affecting the site under investigation. However, in most situations such 

data is not available so that the local wind characteristics must be regarded 

as part of the prediction problem and not as input data. 

It is for precisely this reason that the Engineering Sciences Data 

Unit (E.S.D.U. 1972, 1974) and others have attempted to provide universal 

correlations of wind data from which nominal or standard local conditions 

can be predicted. For this reason also, since the present experiments are 

intended in part to be a realistic assessment of wind tunnel technique, the 

present authors have ignored the measured Aylesbury wind structure and have 

sought instead to reproduce in the wind tunnel a standard wind for the site 

based upon the E.S.D.U. data sheets. 

If time permits towards the close of the present investigation, it is 

planned to consider a little more closely the effect of wind simulation errors 

by repeating some of the pressure measurements with one or more deliberately 

distorted wind structures. 

5.3 Simulation Devices 

At the present"· scale of 1/75 the 2 m height of the wind titnnel permits 

the simulation of the wind structure up to a height of only 150 m. As this 

is less than the total thickness of the wind boundary layer it was necessary 

to use a part-depth simulation for the present experiments. 

As an initial approach, the system favoured by Cook (1973) was installed. 

A regular grid of 210 rom wide bars with a solidity of 0.6 was mounted close 

to the working section inlet 11.4 m from the turntable centre. This was 

followed by a variable height fence at 10.5 m and a pseudo-random array of 

93 rom plastic coffee cups at a volume density of 0.07 was laid to cover the 

tunnel floor from 9.8 m to 2.4 m. 

At this stage the arrangement was entirely arbitrary. There followed 

a typically tedious sequence of trial-and-error modifications with the object 

of producing a flow having the required mean velocity profile, turbulence 
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intensity and frequency spectrum. At the clos~ of this phase of the work 

the r.egular grid had been abandoned in favour of a vertically graded grid 

at 12.0 m. Even after 10 m or more of the settling length, it was found 

that the turbulence length scales were still influenced by the grid bar 

dimensions and a useful reduction in frequency was obtained by combining the 

six original vertical bars to form three bars each 420 mm wide. 

Curiously, the widened grid bars were found to be incompatible with 

the close proximity of the momentum fence downstream. Within the extensive 

near wakes of the bars a strong vertical flow transported large quantities 

of low momentum air from the stagnation region ahead of the fence and disper

sed it near the tunnel roof. This flow was controlled by adjusting the 

streamwise position of the fence until it was virtually incorporated in the 

grid itself, being separated only by a carefully adjusted spacer as shown in 

Fig. 6. 

The removal of the fence, with its associated wake separation region, 

allowed more effective use of the upstream part of the floor roughness. 

The downstream section was eventually removed leaving the coffee cup array 

only between 9.8 m and 5.0 m. This allowed a more extensive modelling of 

the farmland terrain upstream of the turntable. Details were not included 

but a set of 33 mm wooden fences spaced 1 m apart were inserted to generate 

the effect of fields with low hedges. This produced an immediate improvement 

in the shape of the mean velocity profile at low level which had previously 

been affected excessively by the wakes of the roughness elements close 

upstream. 

For some of the measurements described below the array of fences was 

extended over the turntable surface after removing the model. The layout 

is shown in Fig. 6. 

For the final simulation as used throughout the present tests, the 

33 mm fence at 2.73 m was removed and replaced by a model of the actual 

hedge layout as deduced from aerial photographs (e.g. Fig. 1). The hedges 
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and any salient trees were formed by trimming strips of "Hairlock" rubberised 

hair matting. They were pinned in positions appropriate to the 2350 wind 

direction selected (see section 6 below). By representing more accurately 

the porous nature of the hedges, this alteration produced a further slight 

improvement in the velocity profile and turbulence levels near the ground 

upstream of the turntable. 

5.4 Comment on Limitations 

It is obvious from the foregoing description of the simulation 

development work that there remains very little justification for any claim 

that the final flow represents a natural turbulent boundary layer. At the 

present scale of 1/75 the 12 m fetch in the working section is ffiimply not 

long enough to allow the effects of the grid to disappear and the charac

teristics appropriate to the roughness array to predominate. 

Thus although the resulting flow, which is described below, has 

approximately the desired distributions of mean velocity and longitudinal 

turbulence intensity over the whole turntable area as well as good frequency 

characteristics, it must be declared that this is a flow in which only those 

particular characteristics have been measured. Because it seems not to be 

a true equilibrium boundary layer it does not necessarily follow that other 

unmeasured properties are equally well simulated. This is an acknowledged 

limitation of the present experiment. 

5.5 Measurements 

In order to measure the velocity profiles, one of the two hot-wire 

anemometer probes was mounted at a series of positions along a slender 

vertical pole set at the chosen station. Until confidence was gained in the 

tunnel speed control system, which was under development at the time (Wood, 

1977) a second anemometer was held in a fixed position elsewhere in the tunne: 

as a reference to guard against errors arising from changes in the tunnel 

speed during a traverse. Any such effects were eliminated by recording mean 

velocities alternately from the traversing probe and the reference probe. 

Each mean velocity in the traverse was then divided by the mean of the 
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immediately preceding and subsequent reference velocities to give a dimen

sionless relative velocity. Later the relative vOlocity obtained at 0.133 m 

(10 m full scale) was used to scale the whoJeprofile to the E.S.D.U. format. 

In this procedure the probe calibration was unimportant. 

With a low-pass analogue filter set at 50 Hz each channel was sampled 

at 100 Hz for periods around 50 seconds sufficient to build a probability 

density distribution. The growth of these were monitored, using the dynamic 

vis~al display facility, as a check against distortions which would have 

indicated the occurrence of values which were either out of range for the 

A.D.C. or negative. 

From the first and second moments of these distributions the mean 

velocities and turbulence intensity values were computed. Third and fourth 

moments were also recorded together with quantiles at 0.99 and 0.01. 

Profiles were measured, with the model removal, at each of the five 

traverse stations marked a, b, c, d and e in Fig. 6. These profiles are 

shown in Fig. 7 a to e. 

The power spectral density measurements, shown for the five measuring 

stations in Fig. 8 were made with a single hot wire probe fixed at a height 

of 133 mm (equivalent to 10 m full scale) above the turntable surface. The 

computing procedure for a typical spectrum was to collect 112 separate blocks 

of data each containing 512 instantaneous velocity readings taken at intervals 

of 8 ms. The sampling frequency and the number of samples in each set were 

chosen to yield a frequency range from 0.244 Hz to 62.5 Hz in the resulting 

spectrum. 

To correspond with these frequencies, analogue filter settings were 

made to pass signal components between 0.1 Hz and 50 Hz thus eliminating the 

mean value and avoiding high frequency aliasing problems. 

By applying a discrete Fourier Transform to each data block (a standard 

Fast Fourier Transform routine was used in the computer), a set of real and 

imaginary Fourier coefficients was obtained. These were then combined to 

yield the ordinates for a power-spectral density curve of the type shown in 
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Fig. 8. To obtain the fir.al smoothed spectrum for each case, the results 

from the 112 separate blocks were averaged. 

As already stated in section 3, the spectra obtained by this method 

of averaging in the frequency domain compared very favourably with those 

obtained in tests using the Hewlett-Packard Correlator simultaneously. 

This produced a time-averaged autocorrelation function, from which a single 

transformation yielded the power spectrum. 

Examinin~ the uniformity of the flow over the turntable area by 

means of Figs. 7 and 8, it is clear that, despite the suspected non-equlibrium 

nature of the flow, no serious relaxation appears to occur. 

Fig. 7 shows good agreement with the E.S.D.U. "target" distributions 

for the transverse row a, b, c of stations 1.5 m upstream of the turntable 

centre. Traverse e, 3 m further downstream shows the extent to which the 

turbulence intensity has decayed and also shows how the ground-level velocity 

has tended to increase over the smooth turntable surface. This occurrs 

despite the insertion of an extra 33 mm fence across the empty turntable to 

maintain the hedge/field simulation. 

Traverse d, taken over the turntable ~entre is spoiled by the proximity 

of this additional fence 0.3 m upstream. Because the profile is referred 

to. the 10 m (0.133 m) v~locity which is itself in the affected region the whole 

profile appears to be shifted. If local influences are to be recognised more 

clearly, there is obviously a case for abandoning the E.S.D.U. format here 

and taking an undisturbed reference higher in the profile. 

Turning to Fig. 8 and examini~ the five frequency spectra it appears 

that the tunnel frequencies are a little high at the upstream edge of the 

turntable. However the agreement with the E.S.D.U. "target" curves tends to 

improve further downstream. In making such comparisons it ~hould be remem

bered that the standard E.S.D.U. curves are based upon data which is sparse 

and also very variable due to the difficulties in making experimental 

measurements in the full-scale wind. Agreement within a frequency spread of 
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+ 30 per cent is in fact well within the scatter of full scale data. 

5.6 Comparison with other investigations 

Comparing the present simulation with that used by others participating 

in the Aylesbury project it is noted that the decision to simulate a standard 

E.S.D.U. wind structure was also taken',by Bray 1977. He selected a value 

of 0.1 m for the surface roughness length z which is close to the present o 

choice of 0.07 m. However, in designing his 1/150 scale simulation,Bray 

appears to have actually used a value of 1 rom for z at model scale, which o 

corresponds to 0.15 m at full scale. In addition, having failed to produce 

an experimental mean velocity profile to match his target curve, he then 

adjusted his target curve to fit his experimental data by choosing a value 

of 3.75 m (full scale) for the zero plane displacement d although this is 

normally taken to be zero for rural terrain (E.S.D.U. 1972). It is shown 

in Fig. 4 that this adjustment of d is approximately equivalent to a choice 

of 0.56 m for z with d = 0; a value more appropriate to the centre of a o 

small town than to rural terrain (E.S.D.U. 1972). 

By a curious and not inconvenient coincidence, the nett result of these 

changes is a mean velocity profile which matches very closely the measured 

full-scale velocity profile of Eaton and Mayne (1975) rather than the 

.intended E.S.D.U. profile. In comparing the results of the Bristol and 

Oxford wind tunnel tests it may be possible therefore to gain some impression 

of the effect of velocity profile discrepancies. 

Turbulence intensity profiles are not given by either Bray (1977) or 

by Eaton and Maine (1975). Consequently a comparison is possible only at 

the one height (10 m) for which values are available from all three 

experiments. The agreement shown in Table 1 is remarkable. 

Power spectral density curves again cannot be compared directly because 

Bray's (1977) result from the Bristol simulation is taken at a height of 

45 m whereas the Oxford and B.R.E. full-scale results are quoted at 10 m. 

However, if a common value of 0.07 is assu~d arbitrarily for zo' together 
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TABLE 1 

Comparison of Longitudinal Turbulence Intensities 

at 10 m 

Source 

B.R.E. (Run A7) 

Bristol (Rural Simulation) 

Oxford (From Fig. 7b) 

E.S.D.U. (z = 0.07) o 

0.23 

0.23 

0.23 

0.23 

with E.S.D.U. data for the longitudinal length scale L- then a comparison x u 

of a sort may be made by reducing all three spectra to a common dimensionless 

form as shown in Fig. 5. This shows that both wind tunnel spectra are similarly 

deficient at the low frequency end compared with the E.S.D.U. standard spectrum. 

The full-scale spectrum, on the other hand, is slightly biassed towards the 

low frequency end. In making this comparison it should be acknowledged of 

course that a scatter of + 30 per cent exists normally in data of this type 

(E. S • D. U. 1974). 
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6. MEASUREMENTS OF MEAN PRESSURE COEFFICIENTS 

Data published from the full-scale tests by the Building Research 

Establishment include mean pressures measured during two gales in which the 

mean wind direction was approximately 2350
• These runs were designated 

A7 and A32 by Eaton and Mayne (1975). The wind tunnel measurements des
k 'l 

cribed in this seciton refer to a turntable angular position corresponding 

to this wind direction (See Fig. 3). 

In planning these measurements consideration was given to the signifi-

cance of the nominally steady and undisturbed reference pressure 'used in 

the full-scale experiments. In relation to mean value measurements ~f 

course, any unsteadiness is of no significane.e, but it was :f..elt that the 

tunnel tests should include a che~K to see whether or not the mean pressure 

at the reference point could be affected by the proximity of the buildings. 

An equal source of anxiety was bhe unknown effect upon the tunnel 

measurements themselves of static pressure gradients; either produced inadver-

tently in the simulated wind flow over the empty turntable area or produced 

properly by the model but wrongly exaggerated by blockage effects. These 

considerations were thought to be particularly relevant in view of the 

relatively large area of the present site. 

Initially, an attempt was made to set up a completely independent, 

stabilised reference pressure source. This was constructed using a rigid 

vessel of large thermal capacity, heavily insulated and connected to a 

pressure tapping far from the model via a very small orifice designed to 

give a long time-constant of a minute or more. The attempt was abandoned 

however, when it was discovered that pressure transducers using the stabilized 

backing pressure were nesponding to pressure fluctuations arising not from the 

tunnel flow but from the wind around the outside of the laboratory building. 

It was then decided to revert to a system of measurement which was, at 

least in principle, the same as that used for the full-scale experiments. 

The transducer backing pressure was provided from a flush pressure tapping 

n~ ~h~ estate reference position, while the time-constant of the microphone 
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cavity itself was relied upon to produce a reasonable damped reference 

pressure characteristic. 

In the wind tunnel experiments, as in the B.R.E. full-scale tests, 

the reference dynamic pressure used to form pressure coefficients was that 

associated with the mean wind speed at 10 m above ground level. In the 

tunnel this pressure was measured directly using a small pitot-static tube 

mounted at a height of 133 rom over the anemometer mast site near the test 

house. 

As an additional reference, a second pitot-static tube was mounted 

above the first to monitor the dyna,mic pressure at 0.4 m (30 m full-scale). 

This provided a valuable check on occasions when the 10 m (133 mm) flow was 

thought to have been influenced by local disturbances. 

In mounting and connecting the DISA pressure transducer and the 

scanivalve for these measurements, careful precautions against zero drift 

due to both temperature fluctuations and vibrations were taken as described 

Ln section 2 above. With the estate reference pressure connected directly 

as a backing pressure to the special port on the transducer body, the front 

face of the diaphragm was connected by means of a special sealed adapter and 

a short flexible tube (for vibration insulation) to the common part of the 

scanivalve. 

To provide a positive record of the zero drift, albeit a~ the cos~ 

of doubling the tunnel running time, all 24 of the even-numbered scanivalve 

ports were connected by a manifold to the backing pressure line. After 

connecting the estate reference pressure formd~to hole 1 and the 10 m and 

30 m pitot and static pressures respectively to holes 3, 5, 7 and 9 this left 

only 19 odd-numbered holes available for actual pressure measurements. 

-2 The transducer calibration factor of approximately 160 Nm per Volt 

was checked periodically against a Betz micromanometer and was used as input 

data for a pressure scanning programme written for the PDP 11 computer. 

When initiated, this programme controlled the sequential pnrt selection 
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on the scaniva1ve, repeated at each port a pressure measurement sequence 

and finally returned a printed output list of pressure coefficients 

together with intermediate data for checking pressures. 

The sampling sequence at each of the 48 scaniva1ve positions consisted 

of the accumulation at 3.1 ms intervals, of 32768 instantaneous pressure 

samples to complete a 128 point probability density distribution. The 

sampling time for this operation was 101.58 seconds. The total sample count 

was the same as that reported by Eaton and Mayne (1975) for the full-scale 

experiments. The full scale sampling frequency~~s 1/32 Hz and the present 

value was choserl to correspond to this frequency as closely as possible on 

average, taking account of the differing wind speeds found in the various 

full-scale experiments. 

The uncorrected pressure p was then computed from the first probability 
n 

moment in the normal way. Variance and quantile values were also produced 

but these are ignored in the present discussion. 

To correct the recorded pressures for zero-drift, it was assumed 

h h . d . f h th 1 . b h t at t e appropr1ate zero rea 1ng or ten pressure must 1e etween t e 

recorded even-p0.rt zero readings Pn-l and Pn+l taken immediately before 

and after p ~ The nominally corrected pressure P was then defined by 
n n 

Pn = Pn - !(Pn+l + Pn-l)· 

The uncertainty in the zero value used for this nominal correction 

1S such that the worst possible error is ~P where 
n 

~Pn = ~ !(Pn+l - Pn-l)· 

Applying the same procedure to produce a nominally corrected pitot 

pressure P3 and static pressure P5 it may be shown that after calculating 

the nominally corrected mean pressure coefficient Cpn where 

the worst possible error is given approximately by 

= ! 1Pn+l - Pn-l l . IP4 - P2 + P6 
Pn P3 - P5 

* This implies the assumption that the zero-drift is monotonic with time. 
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Thus by examining the computer listing of even-port zero values it 

was pOGsible to assess the consequences of the unavoidab1e zero drift rates 

upon the nominally corrected pressure coefficient for any selected odd 

port. In the worst case found in the present records the uncertainty 

appears to be no more than 0.06%. Therefore the nominal drift-correction 

procedure outlined above was accepted as being more than s.ufficiently 

accurate for the present purposes. 

A far more significant source of variability in the results was the 

inevitable consequence of rather short sampling times producing the effect 

of non-stationarity. This was checked by repeating each run three times 

and examining the results for evidence of non-random overall trends (e.g. 

on the average for all values in the set). In the absence of such trends, 

the three readings were averaged to yield a best estimate of the mean pressure 

coefficient at each point on the model. 

When the standard deviation was checked for each trio of pressure 

coefficients, deviations were found for which the average over all points 

on the model was only 2.2 per ceJ1t with excursions above 4.5 percent in only 

four cases, and d single highest deviation of 5.1 per cent. 

Pressure coefficients were determined in this way for a total of 44 

points on the seven estate houses identified in Fig. 2, and also at 77 

points on the test house. The pressure tappings were positioned according 

to dimensions supplied by the Building Research Establishment with the 

general arrangement and label code shown in Fig. 9. 

Because of the limited scanivalve capacity already explained, the 

121 pressure connections were divided into seven sets, with occasional 

tappings included in several sets as an additional repeatibility check. 

The results of this procedure are displayed in Table 2 and 3. Furtae~ 

subsidiary measurements were also made but these are best described in the 

context of the discussion which follows. 
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7. DISCUSSION 

As the results of relevant wind tunnel investigations accumulate, 

critical comments on the experiment as a whole will of course become better 

informed. With the Bristol result~s (Bray 1977) available as well as the 

B.R.E. full scale data, the present authors have an advantage in this 

respect over Bray himself. 

7.1 Data Tabulation 

Table 2a incorporates the Bristol results as well as the B.R.E. 

data of Eaton and Mayne (1975) in order to provide an easy comparison. There 

are no Bristol measurements on the test house (Table 3). 

Because both the B.R.E. pressure coefficients and the present results 

are derived from pressure difference relative to the estate reference point 

(see Fig. 2), the Bristol pressure coefficients have been adjusted here to 

the same datum ,by subtracting Bray's reference hole pressure coefficient of 

0.15 from each of his other values. 

It is somewhat disappointing to observe, on a superficial reading 

of Table 2a that while the two sets of wind tunnel data show sporadic 

evidence of agreement, there is very little sign of direct agreement ~nth 

the full scale results, which show much higher pressures in general. 

7.2 Questions concerning the choice of pressure datum 

In discussing this discrepancy, Bray (1977) expressed concern over 

the possibility of a "bias ll in the pressure at the estate reference hole. 

Regarding this pressure as unreliable he chose to present his pressures 

relative to a datum measurement at 10 m (full scale equivalent) at the 

anemometer mast site. Unaccountabl~ however, he failed to convert the 

B.R.E. coefficients to the corresponding datum before making his comparison. 

In Table 2b this has been done. The three sets of pressure coefficients 

are shown relative to the 10 m static pressure as datum. This is produced 

from Table 2a simply by adding 0.11 and 0.15 respecti~ely to the Oxford and 

Bristol coefficients, while the full-scale values are adjusted by subtracting 
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0.08 (Eaton and Mayne 1975). Table 2b then shows these corrections as 

non-zero values of the estate reference pressure. 

It was the opposite sign of the Bristol and Full-Scale values of this 

reference pressure which provoked Bray's original comment. With the 

addition now of the Oxford Measurements it would appear that his suspicions 

have some justification. Certainly when the estate reference pressure 

datum is discarded in favour of the 10 m static pressure as in Table 2b 

the correlation between the two sets of wind tunnel data is not harmed, 

while the agreement with the full scale results shows a definite improvement. 

7.3 Relevance of pressure datum 

In making such a comment it must be acknowledged that its relevance 

is to questions of experimental technique only. To the structural engineer 

the choice of a"pressure reference is of no consequence whatsoever. His 

concern is merely to know about the variation of pressure over the surface 

of a particular building- Or probably more often between an external surface 

and an internal surface. 

In relation to tests like the present one, involving several buildings 

or an extensive site, but with a single pressure datum, it becomes even more 

important to acknowledge this distinction. By doing so it is possible to 

maintain a proper perspective in discussing discrepancies between different 

sets of experimental results. 

7.4 Modified comparison of pressure distributions 

With this in mind, a diagrammatic presentation is given 1n Fig. 10 

of the tappings in the straight line of houses designated 76, 58, 47 and 

33 in Fig. 2. Ignoring any length scale, the four sets of seven pressures 

are laid out in order as they appear in an approximately down-wind 

traverse across the estate. 

The data plotted is from Table 2a. Because of the choice of datum 

the overall pressure levels differ as already noted. However, provided 

that this difference in level is ignored, the diagrammatic presentation 
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reveals that there are in fact some encouraging similarities between 

the shapes of the three sets of pressure distributions. 

7.5 Comments on discrepancies and similarities 

Without distinguishing very clearly between the shape and the level, 

Bray (1977) in his detailed comparison felt that the full-scale values at 

holes 58WW2 and 33ERl did not fit very well into his pattern. Ignoring 

the levels, and with the pattern reinforced by the addition of the Oxford 

results in Fig. 10, the comment might be made that it is point 58WW1 rather 

than 58WW2 (full scale) which does not fit the pattern while 33ER1 would 

look better with a change of sign. Also, since there is a fairly strong 

indication that pairs of holes on the same surface should experience 

fairly similar pressures, then perhaps Bray's own value at 47WR2 might 

possibly be queried. 

Queries relating to individual data points are of course rather 

invidious. The profit 1n this exercise arises rather from the way in which 

it demonstrates by implication that there is a pattern of similarities which 

can be observed and against which the discrepancies stand out. 

7.6 Varying scale of pressure distrubution 

If these similarities are accepted, then it 1S instructive to make 

a closer examination of the characteristics of the pressure distributions 

on the four individual houses. 

A feature which is apparent immediately in Fig. 10 is that the scale 

of the pressure variation differs from house-to-house. After an obviously 

strong pattern over the windward house (76) the scale becomes relatively 

small in house 58 which is separated from 76 by only 28.5m, and is obviously 

sheltered. On the succeeding houses 47 and 33 however the magnitude of 

the pressure variation increases slightly despite the fact that these houses 

lie deeper in the estate. 

7.7 A tentative explanation 

A possible explanation of this increase is that the windward rows 
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of houses cause additional turbulent mixing which effectively increases 

the wind speed over the downstream rows, thus eventually overcoming the 

shelter effect which is apparent on the second row. 

7.8 Smoke visualisation 

Some rather subjective confirmation of this idea was obtained by 

studying a video recording of some smoke visualisation tests. This showed 

a fairly extensive region of separated flow shielding the second row of 

houses. Although unsteady, this region was fairly clearly defined on 

average and was bounded by a mean dividing streamline extending from the 

roof apex of the windward row to somewhere near the upstream roof face of 

the second row. The existence of this clearly defined region explains why 

the upstream wall pressures on this 'particular house are actually lower 

than the upstream roof pressures. House 58 appears to be unique in this 

resp~ct (see Fig 10.) 

Although local flow separation could be observed intermittently at 

the r90f apex of each succeeding row of houses, the separated flow regions 

were quickly dominated by the arrival of strong eddies from upstream and 

were thus not clearly in evidence behind any row other than the first. 

- 7.9 Local velocity measurements 

In order to obtain further quantitative evidence relating to this 

hypothesis, measurements were made of the mean velocity and the turbulence 

intensity at similar points 90 mm (6.75 m) upstream of the windward wall 

and 133 mm (10 m) high in the plane of the pressure tappings for each of 

the four houses. The traverse height was chosen after using the probability 

density display facility of the velocity profile programme, described in 

section 5 above, to detect the occurrence of significant flow reversals 

which would have corrupted the hot-wire anemometer record and spoiled the 

mean velocity computation. 
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The values obtained in this survey are shown in Table 4 

TABLE 4 

Local velocity measurement upstream of individual estate house rows 

House Mean Velocity Turbulence intensity 

76 4.59 0.24 

58 4.28 0.33 

47 3.71 0.40 

33 4.30 0.34 

Mast Site 5.12 0.21 

While these figures confirm the greatly increased level of turbulence 

caused by the upstream houses, they do not show (at least at the measurement 

height which is well above the 6.75 m rooftop level) any variation in mean 

velocity which is consistent with the indications on the pressure distri

butions of Fig. 10. Unfortunately the direction ambiguity characteristics 

of hot-wire anemometers made it pointless to attempt measurements at a lower 

level. 

7.10 Tunnel Pressure Gradients 

In the preceding discussion, it has been recognised that the absolute 

values of pressure coefficients recorded in any test are irrelevant to 

the user of wind loading data. However, inasmuch as the present comparison 

of results is also important as a test of experimental techniques, it is 

profitable to add some comments upon the problem of the observed 

disparities in pressure datum levels. 

Considering the factors which may have a bearing upon this problem, 

there are two fairly obvious ways in which wind tunnel flows may contain 

pressure fields which differ from those found in full-scale natural wind 

flows. These are spurious pressure gradients and blockage effects which 

may distort correctly generated pressure fields. 
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Streamwise pressure gradients, arising perhaps from· the growth of wall 

boundary layers, exist in many conventional wind tunnels. In wind-simulation 

work where very thick boundary layers are grown deliberately and very 

rapidly, it is important to ensure that any corresponding pressure gradients 

are eliminated in order to match the atmospheric pressure field. Here 

the only pre-existing gradients arise from Coriolis effects and are negligible 

when compared with disturbance pressures around buildings. For this reason 

the present Oxford wind tunnel is provided with an adjustable taper facility 

in the working section. This was not used in the present study, but once 

the final flow simulation was established (see section 5 above), a check 

was made on the pressure distribution over the flat surface of the empty 

turntable. The resulting surface pressure distribution, plotted in Fig. 11 

shows a slight negative pressure gradient. Expressed in coefficient form 

based upon the mean dynamic pressure at 0.133 m (10 m) this corresponds 

-4 
to a gradient of -0.069 per metre in the tunnel or -9.2 x 10 per metre 

.?t full scale. 

This observation has an important bearing upon the discussion initiated 

by Bray (1977) of the possibility of a "bias" in the full scale reference 

pressure datum (see above with Tables 2 and b.). In checking this bias, 

the reference hole pressure has been oompared with an alternative measurement 

of static pressure on the anemometer mast 77 m further upstream. Over this 

distance, the pressure gradient in the Oxford tunnel corresponds to a pressure 

coefficient of 0.071. Bray does not report any check on the pressure 

gradients associated with his 1/150 scale wind simulation in the Bristol 

tunnel. 
-3 However, it is clear that gradients of order 10 (full scale) 

are quite possible and that they are not insignificant when discussing small 

pressure differences giving coefficients of -0.08 (B.R.E .. ), + 0.11 (Oxford), 

+0.15 (Bristol), which are measured over distances as large as 77 m. 

Applying the measured Oxford pressure gradient to the reference 

manhole pressure measurement as a correction yields a bias relative to the 

anemometer mast pressure of +0.18 instead of 0.11. 
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7.11 Static pressure errors in using a pitot-static tube 

Unfortunately, tunnel pressure gradients are not the only source of 

error affecting the present discussion. In checking the supposed reference 

pressure bias, both Bray in Bristol and the present authors in Oxford used 

a pitot static tube as a convenient device for measuring the static 

pressure at the mutually agreed secondary reference point at 10 m on the 

anemometer mast. Both measurements were subject therefore to a source of 

error which is thoroughly well documented in the literature (e.g. Goldstein 

1936, Fage 1936, Toomre 1960), namely the error in apparent static 

pressure due to transverse turbulence components. 

ToomSe's asymp~ototic expressions describe the equal and opposite 

errors predicted for cylindrical probes which are very small and very large 

comp~red with the prevailing turbulence length scales. Using these 

expressions, Wood (1977) pointed out that a very simple and convenient 

equation can be written for the difference between the two measurements in terms 

of the transverse components of the turbulence intensity. 

The dimensionless pressure coefficient error 8 can be evaluated very 

conveniently using data for the horizontal and vertical turbulence intensities 

a Iv and cr Iv contained in the E.S.D.U. data sheets (E.S.D.U. 1974). Values v w 

appropriate to the present simulation (z = 0.07) taken at a series of 
o 

heights are used to obtain the graph shown in Fig. 12. 

An experimental indication of the effect of this error was obtained 

when, in-the course of the pres~ure gradient survey in the Oxford tunnel 

described above, a pitot-static tube was traversed above the line of surface 

pressure tappings at a height of 0.4 m (30 m full scale). 

The static pressures indicated by the instrument are plotted in Fig. 11. 

When compared with the straight line drawn through the surface pressure data, 

the values from the pitot-static tube show a systematic discrepancy/despite 

the scatter' who h . , l.C corresponds to a pressure coeffl.cient error of 0.047 
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If it is assumed that the pressure 1'2 recorded by a very large static 

pressure probe is the same as that observed on a flat wall, then a direct 

comparison may be made with the value 0.046 given for 6 by the above equation 

(Figure 12). While the excellent agreement is perhaps a coincidence, never

theless there remains a fairly convincing demonstration that a significant 

discrepancy exists. Toom' e's theory suggests that the time static pressure 

lies above the probe value and below the wall value. 

7.12 Correction of datum pressure estimates 

If this error, taken to be 0.047, 1S corrected in 

addition to the compensation already applied for the tunnel pressure gradient, 

then the present estimate of the estate reference manhole pressure relative 

to the secondary reference on the anemometer mast reduces again from +0.18 

to +0.13. 

By making some further tentative and rather arbitrary assumptions 

it is now possible to pursue fully the consequences of these corrections 

in relation to Bray's suspicion of an error in the full scale reference 

pressure. 

Eaton and Mayne (1975) used a Marshall probe to measure the secondary 

static pressure reference on the full-scale anemometer mast. Assuming 

that this reads correctly so that the only remaining source of error is the 

reference pressure manhole itself, then ·the final difference between the 

corrected Oxford estimate of the manhole pressure (+0.13) and that found 

by Eaton and Mayne (-0.08) is 0.21. If the full scale pressure distribution 

1n Fig. 10 were to be displaced by this amount then the agreement with the 

wind tunnel results would become very much closer. 

However, in view of the discovery of a pressure gradient, at least 

1n the Oxford tunnel, it is now no longer sufficient simply to apply a 

constant correction. It is also necessary to adjust the wind tunnel pressure 

coefficient at every point so that each describes the difference not from 

a constant reference byt from the undistuTbed pressure value relevant to 

that point. As a compromise the average correction deduced from Fig. 11 
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for each individual house is shown in Table 5. 

7.13 Comparison of corrected estate pressures 

In Fig. 13, both the constant reference pressure adjustment and the 

pressure gradient correction have been applied to the pressure distribution 

originally displayed in Fig. 10. The improvement in agreement is quite 

gratifying but it should be emphasised once more that the purpose of this 

examination is not so much to eliminate discrepancies as to offer plausible 

explanations for them and to demonstrate the relative significance of a 

few likely sources of experimental error. If the object had been merely 

to produce data acceptable to the structural engineer, then in the opinion 

of the authors it would have been equally valid to ignore everyone of 

the errors so far discussed and merely to shift the various house pressure 

distributions to match, say, the mean values over each group of tappings. 

TABLE 5 

Pressure Gradient Corrections for Oxford Pressure Coefficients 

House Add to Table 1 Pressure Coefficient 

33 +0.127 

47 +0.100 

58 +0.054 

76 ) 

::/3 
+0.027 

Manhole +0.005 (nominal datum) 

Test house -0.068 
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7.14 Upstream Influence of Estate Houses on ground surface pressures 

One further comment may be of interest in relation to the choice 

of a pressure reference site. In positioning the reference pressure manhole 

some 18m to the west (upstream in the present discussion) of the westernmost 

row of estate houses, and in an open area, Eaton and Mayne (1975) clearly 

hoped that the presure at this point would not be affected by the presence 

of the houses. 

Because of the limited relevant area available for surface pressure 

tappings, it was not possible to perform the obvious w.ind tunnel check on 

this assumption by comparing surface pressures with and without the model. 

Instead, after completing the empty tunnel pressure gradient survey described 

above, a single strip of wood 73 mm wide, 34 mm high and approximately 1.5 m 

long was laid on the otherwise empty turntable across the existing line of 

pressure tappings and at right angles to the flow direction. 

Repeating the previous pressure survey with this obstruction, and 

also with a double-sized one made by stacking four identical bars, yielded 

the pressure distributions shown in Fig. 14a. The three distributions 

intersect in the graph, at the pressure hole used as a transducer reference. 

From this, the more instructive form of Fig. l~b was traced by adjusting 

all three curves to a common asymptota. as far upstream as possible. The 

correctness of this procedure is confirmed by the fact that the two disturbance 

curves then re-approach the empty tunnel pressure distribution far downstream. 

At the same time, the different block sizes are reflected in the approximate 

doubling of the extent of the pressure disturbance for the double-sized block. 

It is the upstream extent of the pressure disturbance which is of 

interest in the present discussion. Both blocks were smaller than the 90 mm 

height of the house models, nevertheless their upstream influence on the 

ground pressure distribution extends for a distance equivalent to at least 

90 m full-scale. Thus, if this effect were reproduced in full-scale, it 

is to be expected that the reference manhole must have been well within the 

pressure disturbance area. 
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In view of this, the result of Eaton and Mayne (1975) showing a 

manhole pressure lower than that on the reference anemometer mast 77 m 

further from the estate would be somewhat surprising in a westerly wind, 

but less so if the wind were from the east~ The actual direction of the 

wind during this measurement was not stated. 

7.15 Influence of Test House upon Reference Pressure 

Recognising that Bray (1977) had omitted the test house and one or 

two nearby arboreal details from his model, a rapid check was made of the 

effect of removing the test house and a large tree. The resulting change 

in the pressure difference between the anemometer mast site and the reference 

manhole site was too small to be distinguished from normal statistical 

fluctuations. The possibility of similar changes at both points was not 

checked. 

7.16 Tunnel Blockage 

It had been hoped that the experiment with different block sizes 

might reveal the presence or otherwise of tunnel blockage effects. A 

similar obstruction (the traverse gear beam) in the high speed flow near 

the tunnel roof had been observed during the pressure gradient survey to 

cause a distinct pressure change on the tunnel flow when moved to a position 

above the turntable. However, the scatter in the pressure measurements 

(Fig. l4a) is such that no conclusion could be drawn. 

With an area blockage of only 2 per cent, a large effect would not 

be expected of course and it is reasonable to assume that blockage effects 

are negligible in the present experiments at least as far as local pressure 

distributions (as opposed to large-scale gradients) are concerned. However 

there remains a need for further study of this question in the context of 

sheared flows where the effect of an obstruction on the low speed side must 

be different from that of a corresponding blockage on the high speed side. 

7.17 Comments on Test House Pressures 

As already stated, test house pressures were not measured by Bray (1977) 
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and at the time of writing, measurements by Cook and by Appprl.,have not 

yet been published. Therefore the present discussion is limited to a 

comparison between the measurements made so far at Oxford, for a single 

roof angle of 22~ degrees, and the full-scale results of Eaton and Mayne 

(1975). 

A complete comparative list of pressure coefficients is given in 

Table 3. These are as measured, although Table 5 suggests that the 

Oxford pressure coefficients might well be reduced by 0.07 to compensate 

for tunnel pressure gradients etc. as discussed in section 7.10-7.12 

above. 

In order to relate the present discussion to the previous comparison 

of estate house pressures, a section pressure distribution, plotted from 

the data in Table 3, is shown in Fig. 15. Examining this it is clear that 

the model and full-scale patterns bear a reasonable similarity and that if 

the wind tunnel results were shifted by -0.07 (Table 5) then the agreement 

would be very good on both the windward and leeward walls. 

On the roof the agreement is poor. The principal feature of the 

disagreement is the strong suction on the model near the lower edge of the 

.windward face. This produces generally lower roof pressures although the 

discrepancy does vary on the leeward face. 

When investigating possible causes of this high corner suction, 

various attempts were made to modify the detailed modelling of the gutter 

but with no apparent effect. 

The smoke visualisation tests previously described did not reveal it 

sufficiently clearly to warrant a positive comment but it is suspected 

that a small separation bubble on the model may have enveloped the WRl 

row of tappings, thus exposing them to the influence of the corner pressure 

in a way that would not have occurred at full-scale. Certainly it is 

leading edge corner flows of this type which are likely to cause the 

greatest difficulty in low Reynolds number experiments where scale effects 

are ignored. It will be interesting to see whether the results of other 
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investigations expected soon will shed any light on this question. 

Unfortunately most of the estate house results are really too sparse and 

variable to be of any assistance in this matter. The only exception is 

house 70 which has its gable end facing the wind and some roof pressure 

tappings very close to the edge. Both Bray (1977) and the present 

results (Table 2) show extremely low pressures here which again are only 

partly supported by the full-scale results. 

7.18 Gable End Pressures 

Prompted no doubt by known instances of the collapse of gable ends 

under severe wind conditions, the full-scale experiments of Eaton and 

Mayne (1975) included pressure measurements on the gable ends of houses 

82 and 83 as well as on the end walls of the test house. The wind direction 

recorded during runs A7 and A32, and which is reproduced in the present 

wind tunnel experiments, is at 2650 to the line of the estate. Thus the 

end walls Ln question are inclined at 5 degrees to the wind direction 

(see Fig. 2) in such a way that the test house south wall and the gable of 

house 83 may be described as windward faces whilst gable 82 and the test 

house north wall are leeward faces. 

Full scale measurements on the test house with 22~0 roof pitch are 

slightly suspect because the pressure transducers are covered by part of 

the adjustable gable panel. Nevertheless Table 3 shows reasonable agreement 

between full-scale and model scale results in showing that pressures are 

lower on the north wall centreline than at corresponding points on the 

south wall. Intuitively, this is an entirely reasonable relationship. 

Near the west corners the pressures are equalised presumably under 

the influence of similar corner separation flows. 

Making a similar comparison between the gable ends of houses 82 

and 83, which face each other across a narrow passage, it is curious to 

observe from Table 2 that is it now the windward face (83) which experiences 

the lower pressures. This observation is confirmed in Table 2 by data from 

all three sources. 
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In seeking an explanation for these pressures a brief smoke 

visualisation experiment was conducted. The flow on the west wall of 

the test house was found to pass intermittently towards the north end 

and the south end, with a slight bias as expected towards the north. On 

house 83 on the other hand, an unusually strong - indeed almost continuous -

tendency was observed for the west wall flow to be directed southwards 

towards the passage. The reason for this flow appears to be the set-back 

position of house 83 relative to the rest of the row (see Fig. 2), and 

its effect is apparently to annul the small northward component of the 

incident air flow. 

The pressures on both gables are low and fall towards the downstream 

corner. 
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8. CONCLUSIONS 

As disclosed at the outset, the scope of the work described in this 

first report is limited to the development of a single wind simulation and 

the measurement of mean pressure coefficients for a single wind direction. 

These particular test conditions were chosen in order to maximise the 

opportunity for critical assessment in relation to previously published 

work. Further measurements and related comments are due to appear in 

subsequent parts of the report. 

Taking advantage of the availability, including the present results, 

of two independent sets of wind tunnel data as well as the full-scale 

results, it has been possible to recognise many common features in the 

mean pressure distributions. This permits the present report to focus 

attention more sharply, and with rather more confidence than before, upon 

what appears to be a major cause of disparities between mean pressure data 

from different sources. As suspected by Bray (1977) this is the difficulty 

in relating a chosen pressure datum level from one experiment to another. 

The problem is particularly severe on large-area sites like the present 

one, where not only measurement errors byt even small tunnel pressure 

gradients may cause significan~t difference between pairs of widely separated 

points. 

Although the significance of this problem is considered in relation 

to experimental technique, it is also exphasized that the value of the 

data to the structural engineer is unaffected because he is entirely 

concerned with fairly local pressure differences rather than absolute values, 

Thus in commenting upon various features of the measured pressure distri

butions, it has been possible to consider variations and differences above 

whilst ignoring differences in datum level. When viewed in this way, 

agreement between the full-scale results and data from the two wind tunnel 

investigations is quite encouraging in the majority of cases. 

An exception which is worthy of comment is the fairly consistent 

disagreement near upstream sharp corners. In these regions, wind tunnel 
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pressures appear to fall more sharply than those measured at full-scale 

and it is suspected that this is where scale effects are most likely to 

be troublesome. 
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