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Model Verification of Analo,rru~.-- --- 
tration Predictions 

R. E. BILSBORROW* 
F. R. FRICKEt 

A surrey of current methods of calculating natural ventilation and infiltration 
rates showed that most design recommendations are based on the results of 
digital analogue studies. As the natural ventilation rate calculation methods 
reriewed make a number of simplfying assumptions, which have not been 
experimentally verified, studies hhve been carried out, using scale model 
buildings in a wind tunnel, to investigate the validity of these methods. Calcu- 
lated ventilation rates were found to be up to 30% higher than the model 
ventilation rates. 

1. INTRODUCTION 

SOPHISTICATED methods of predicting infiltra- 
tion rates into buildings have been developed using 
electrical analogues[l] and more recently, digitized 
versions of these[2]. These predictions are very 
difficult to verify in large buildings because of (i) 
the difficulty .in determining whether air is infiltra- 
ting into the volume of interest from outside the 
building or from another part of the building 
(infiltration rates are usually measured by the 
decay rate of a tracer in the air), (ii) variation in 
atmospheric conditions, and (iii) inherent difficulties 
in the tracer gas method itself [e.g. (a) it is difficult 
to maintain an even distribution of tracer gas in a 
room, (b) diffusion of tracer gas will also lead to 
errors in values for ventilation rates]. 

An alternative method of verifying infiltration 
predictions would be to evaluate the heat loads on 
buildings. Provided that other heat losses can be 
accurately predicted then the total infiltration rate 
could be easily obtained. Unfortunately, the other 
heat loads cannot be predicted satisfactorily. 

A further alternative is to use wind tunnel models. 
If the analogue predictions are correct then they 
should apply to model buildings as well as full 
scale ones because Reynolds numbers are not con- 
sidered in the theoretical predictions (though 
assumed infiltration coefficients for openings are 
supposedly based on real window tests). It was 
therefore decided to compare analogue results with 
model results to see whether the analogue assump- 
tions are justified. 
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2. MODEL THEORY 

Model studies of naturally induced air flow 
patterns have been carried out previously by 
several authors, e.g. Smith[3], Givoni[4]. These 
studies have dealt, generally, with situations of the 
type likely to be met in tropical and sub-tropical 
countries where very high ventilation rates through 
large window openings are typical. No studies have 
been noted where ventilation and infiltration rates 
are modelled through open areas of the order of 1 % 
of the facade area, which is more typical of the 
situations encountered in cool temperate climates. 

In aerodynamic modelling.the more significant 
parameters which must be considered in order to 
ensure similarity in the air flow patterns around the 
model and the full scale case are geometric similarity, 
the Reynolds numbers of the two flows and the 
blockage ratio in the model study. 

When considering modelling fluid flow through 
small orifices, and relating these values with values 
in full scale cases, it would seem advantageous that 
the Reynolds number of the flow through the model 
orifices should be of the same order as that through 
the full scale openings also. A suitable scale dimen- 
sion which may be used to determine Reynolds 
numbers, in cases where openings are of differing 
geometry, is the hydraulic radius. 

cross sectional area of opening 
R, = 

length of perimeter of opening 
. (1) 

However the scale length normally used in defining 
Reynolds number is the equivalent diameter of the 
opening, which is equivalent to four times the 
hydraulic radius. For a long thin crack, typical of 
the type of orifice shape through which infiltration 



or controlled ventilation will occur: 

where L is the crack length, 
y is the crack width, 

and as in this situation L P y 

Thus for a long narrow opening the Reynolds 
number of the flow through the opening may be 
represented as : 

where W' is the air velocity, m/s, p is the dynamic 
viscosity, Ns/mZ and p is the density, kg/m3. 

The order of magnitude of maximum full scale 
Reynolds numbers for typical infiltration openings 
under normal conditions may be estimated if an 
infiltration coefficient is known. Assuming a maxi- 
mum infiltration coefficient of 10 m3/h/m/mm wgoe6 
(maximum value quoted by Harrison[5]) and a 
maximum pressure difference of 5 mm wg then the 
maximum infiltration rate, V, will be approximately 
26 m3/h/m length of opening. But for one metre 
of length of opening the flow velocity, W', may be 
seen to be : 

and substituting in equation (3) 

Thus the working range of Reynolds numbers for 
flow through full scale infiltration openings may 
k taken as 0-1000. 

The number of factors which have some effect on 
the amount and pattern of ventilation or infiltration 
is too large to enable a comprehensive study to be 
made. It  was therefore decided to limit the study 
by using one standard building form. Variation 
in the shape of a building is influential 
in the pattern of ventilation mainly because a 
change in shape affects the pressure patterns a t  the 
ventilation openings of the building. As this effect 
could be studied alternatively by varying the 
number and distribution of these openings 
and the aerodynamic properties of the wind- 
stream around the building it was thought 
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that one standard building form would be sufficient 
to show these effects. The models were built so that 
a variable number of calibrated orifices could be 
used to represent the openings for ventilation in the 
buildinp Pressure tappings were introduced into 
one face so that the external pressure coefficients 
could be measured and the pressure coeffcients at 
the positions of the ventilation openings estimated 
by interpolation. 

A model form was chosen which had openings 
giving model flow Reynolds numbers of the same 
order as full scale. Plan dimensions of the model 
were 120 x 120 mm and the height was 90 mm. A 
range of velocities between 12.5 and 25 m/s were 
used in the tests. The ventilation openings in the 
models were sets of 1.0 and 2.5 mm dia holes. 

The maximum values of volume flow rate at a 
pressure of 15 mm wg are approximately 0.19 m3/h 
and 0.03 m3/h for the 2.5 and 1-0 mm dia holes 
respectively. Thus for the 2-5 mm dia holes: 

Re max - 1800: 

and for the 1.0 mm dia holes : 

Re max - 700. 

Thus the working range of Reynolds numbers 
through the model openings may be taken as 
0-1800 and-700 for the 2.5 and 1.0 mm dia holes 
respectively. The blockage ratio of the model was 
approx 3 % so no blockage corrections were there- 
fore made in the experiments. 

It  was also decided to attempt to design the 
model with the same order of porosity as is normally 
found in buildings with all windows nominally 
closed or some open for ventilation. A figure for 
typical building permeability for office buildings 
with all windows closed is given in B.R.S. Digest 
119[6] as 0-014.05% of the face area. Opening 
some windows for ventilation may result in perme- 
abilities rising to maximum values of the order of 
5 %  of the face area. The models were tested with 
varying numbers of ventilation openings, the 
minimum number representing a porosity of 
approximately 0.05% of the model face area, and 
the maximum a figure of 0.5 % of the face area. 

3. WIND TUNNEL 

The wind tunnel in which the tests were carried 
out was an open-circuit tunnel with a closed work- 
ing section. The lateral dimensions of the working 
section were 600 x 600 mm, and its length, including 
the distance upstream of the model mounting 
position available for modification of the boundary 
layer, was 2.0 m. A section through the wind 
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tunnel may be seen in Fig. 1. Tunnel working 
speeds were in the range 0-25 m/s. 
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Fig. 1 .  Windtunnel layout. 

4. VENTILATION RATE MEASUREMENT 
TECHNIQUES 

Several techniques have been used in studies of 
natural ventilation and infiltration for assessing 
ventilation rates. The methods available and their 
limitations have been described by Hitchin and 
Wilson[7]. In most full scale studies various methods 
using a tracer gas have been used to indiczte the 
mean ventilation rate in a building. In some studies 
measurements of air velocities have been made in 
order to help gain some knowledge of flow rates 
and patterns. These have generally been done by 
photographing rr~oving flow indicators or using 
anemometers of various types. Model studies have 
also been carried out in which flow patterns have 
been observed by photographing moving indicators, 
and estimates of ventilation rates made by measur- 
ing flow velocities at finite points using hot-wire 
anemometers [3, 4, 81. 

The full scale techniques which have been noted 
are not generally suitable for use in small scale 
model experiments. The use of tracer gas, measuring 
either the stable continuous concentration or  the 
rate of decay of the tracer in a small model is 
difficult. In particular there are difficulties in finding 
a representative sampling position and in assessing 
the quality of mixing in the model, which would 
affect results. The volume ol' the connecting leads 
and analysis chamber of the gas concentration 
analyser is large in relation to the small volume 
of the model and to compensate accurately for this 
effect 1s also difficult. Finally the rate of tracer gas 
release required in the model would be very small 
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and the accuracy with wh~ch this could be con- 
trolled is not likely to be high. For these reasons it 
was decided not to attempt to use a tracer gas 
ventilation rate measuring technique in the model 
studies. 

The technique used in some previous model 
studies, by Givoni and others. of measuring flow 
velocities at discrete points in a model is also un- 
suitable in the present studies. Givoni measured 
flow velocities, using hot wire anemometers in a 
grid of positions in a large (650 x 650 x 500 mm) 
model. He used the mean velocity reading as an 
indication of the ventilation rate in the model. 
Furthermore the significance of the flow readings 
were corroborated using flow visualisation studies 
which are not possible in the present, low porosity, 
models, because the flow velocities are less uniform 
throughout the model and are much lower than 
in Givoni's case; mean velocities are of the order 
of 0.1 m/s or less for 10 m/s external speeds. 

As the previous measurement techniques were 
not suitable for monitoring the model flow it was 
decided to attempt to develop alternative measuring 
techniques. Two types of model study were used; 
one in which the ventilation rate was measured 
directly, while in the other the pressures inside the 
model were measured. From both models informa- 
tion about the accuracy of the digital analogue 
technique could be inferred. 

In the first set of model studies the internal 
pressures inside the model were studied. The digital 
analogue technique relies essentially on balancing 
the internal pressures in the building, from know- 
ledge of the external pressures and the opening 
characteristics so that the net air flow into the 
building is equal to that leaving it. By measuring the 
external pressures and using calibrated openings 
in the model it is passible to calculate what the 
internal pressures should be under differing sets 
of conditions. By measuring the internal pressures 
in the model and comparing the results it is possible 
to  get some information on the accuracy of the 
computer method. Consequently, it was decided 
to attempt to use a niodel which is airtight apart 
from the ventilation openings and in which the 
internal pressures may be measured. 

A second set of model studies was carried out 
using the same model shape and orifice positions, 
in which flow measurements were made directly. 
An orifice plate mounted in a rigid diaphram was 
placed across the model, to measure the flow rate. 
In this way estimates were made of the mean 
volumetric flow rate through the model. The effect 
of the orifice plate system on the model was small 
because the pressure drop through the orifice 
system was small in relation to the pressure drop 
across the model. A pressure drop across the orifice 
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of one per cent of the pressure drop across the 
model leads to a reduction of flow through the 
model of approximately 0.5 :a. The system has the 
advantage of being simple to use and gives an 
accurate read&g of the actual flow rate-through the 
model rather than a deduced flow rate from 
velocity measurements at discrete points. The 
main disadvantage of this type of model is that 
ventilation openings may only be located in two 
opposite walls. 

5. DESCRLPTION OF INTERNAL 
PRESSURE MEASUREMENT MODELS 

The models used for these measurements were 
hollow perspex cuboids. Their dimensions were 
120 x 90 mm high. The interior of each model was 
divided by two floors at heights of 30 and 60 mm 
(see Fig. 2). 

Exmml pressure 
toppings 

Fig. 2. Section through internal pressure rncasurement 
model. 

Openings through which the model may be 
ventilated were made at a number of positions on 
each face of the model. The positions formed a 
square grid at centres of 30 mm. One additional 
opening position was located in the centre of each of 
the two intermediate floors in the model in order 
to  simulate vertical flow between floors. Two 
ventilation opening types were used in the model 
tests, holes of 2.5 and 1.0 mm dia. These opening 
sizes were chosen to reproduce the flow character- 
istics of open windows and typical building 
infiltration passages respectively. In the models 
using 2.5 n m  dia holes one opening was located at 
each grid position. In the mode!s using 1.0 mm dia 
holes four openings in a square pattern, and at 
2 m n  centres, were located at the grid position. 

On one face of each model 12 external pressure 
tappings were made. These tapping positions also 

formed a square grid at 30 mm centres; the measure- 
ing positions being established midway between 
the ventilation openings. 

The ventilation openings used in the model tests 
were caiib~ated in a small air duct under conditions 
of constant flow. Pressure difference across the 
plate was measured using an inclined tube mano- 
meter, and flow rate was measured using a 
'Gapmeter' flowmeter. The calibrations were 
carried out over a range of pressure differences 
between 2.0 mm wg pressure difference and 
25.0 mm wg pressure difference, which is represen- 
tative of the range of working pressures in the 
model tests. The calibration curves obtained for 
the two orifice sizes were: 

For the 2.5 mm dia holes, in 3 mm thick sheet 

and for .the 1.0 mm dia holes in 3 mm thick sheet 

The calibration is in good agreement with results 
calculated from Lenkei's paper[9]. The 95 % con- 
fidence limits for both calibrations have values of 
the order of & 4 % of the coefficient. 

6. DESCRIPTION OF THE ORIFICE 
PLATE MODEL 

The orifice plate chosen as being most suitable 
fo'r the model ventilation rate measurements was 
taken from B.S. 1042. It was conical-entrance 
orifice plate, based on the design given in part 10 of 
the B.S. I t  is particularly suitable for measuring 
flow rates in viscous fluids as the coefficient of 
discharge remains relatively constant over a range 
of Reynolds numbers between 250 and 200,000. 

The orifice plate was constructed in a diaphram 
of 6 mm perspex sheet which was placed across the 
ventiiation model. Short settling lengths of pipe 
(the upstream section with a bell mouth entry), 
were attached to each face of the orifice plate. The 
orifice was positioned concentrically with the pipes. 
The design of the orifice plate satisfied the specifica- 
tion of the standard orifice plate in all respects with 
the exception of the lengths of the upstream and 
downstream settling pipe lengths. Because these 
pipe lengths did not meet the specification laid 
down, and because the orifice plate was used for a 
non-standard flow measuring situation the plate 
was independently calibrated over the working 
range and the results compared with the standard 
calibration. 

The standard calibration for an orifice of this 
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The calibration equation was of the form: Bcundarv lwer I 

The 95% confidence limits were calculated at 
k0.126 ,'D which corresponds to approximately 
k4.5 of the flow constant. This calibration was 
used in the model experlmertts w~th an assumed 
accuracy of & 5 7; .  
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7. EXPERIMENTAL TECWIVIQUE 
t c/ U, 
r Urrns'Um 

The model experiments were carried out under 
two contrasting sets of flow conditions. In the 
initial set of experiments the model was mounted 
in the wind tunnel with a relatively smooth, wooden, 
surface upstream. This was designed to produce a 
boundary layer similar to the type occurring over 
open country. In the second set of experiments a 
length of considerabie ground roughness was 
introduced which produced boundary layer con- 
ditions similar to those which might occur in urban 
areas. This turbulent boundary layer was developed 
using randomly spaced solid blocks, which ex- 
tended upstream of the model for a distance of 
approximately 1.800 m, i.e. an isolated building 
was modelled. Measurements of the velocity 
gradients were made at the model mounting position 
for both sets of flow conditions, using a traversing 
pitot-static tube. Turbulence intensity measure- 
ments were also made at the same position using a 
traversing hot wire anemometer. The results of 
these measurements are shown in Fig. 6. 

The velocity gradient measurments are in 
reasonable agreement with power-law gradients, 
the best values of the exponents being 0.14 for the 
simulated non-urban flow, and 0.45 for the urban 
flow. These values are of similar magnitude to those 
generally assumed for these types of flow (Daven- 
port [lo]), although the turbulence intensity values 
are rather lower than typical full scale values. 

The internal pressure measurement models were 
used initially to determine the external pressure 
coefficients on the faces of the building. Pressure 
measurements were taken, at each of 12 measuring 
points, relative to the tunnel static pressure. 
Measurements were made at angles of incidence 
from 0 to 345" in 15" intervals, for both sets of 
flow conditions. Pressure coefficients for these 
points were calculated and pressure coefficierirs 
(based on the roof level velocity) at the ventilation 
opening positions obtained by interpolation. 

The internal pressure measurement models were 
then used to measure the internal pressures inside 
the model under various conditions, and the results 
compared with calculated internal pressures. The 
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Fig. 6 .  Variation of velocity arrd turbulence intensify wifh 
height in nrodel tesis. 

tests were repeated a t  a later time using the orifice 
plate model to measure the actual ventilation rates 
and the results again compared with the calculated 
ventilation rates. By using the two models in con- 
junction and obtaining information on both the 
pressure difference distributions in the models and 
the flow rates a much more comprehensive know- 
ledge of the pattern of ventilation was obtained. 

In  all sets of measurements taken the ventilation 
opening areas on opposite sides of the model were 
nominally equal. Any difference in opening area 
on the sets of opposite faces would produce errors 
in the observed internal pressures. By turning the 
model through 180" and averaging the results any 
error of this type was negated. Similarly the models 
were turned to (360-6)" and (180-8)" in order 
that any effects due to the air flow direction being 
not parallel to the tunnel centreline might be 
allowed For. The: internal pressure measurements, 
h r  each floor, were averaged and expressed as an 
internal pressure coefficient. For each set of measure- 
ments, the internal pressures were computed using 
the relevant air flow characteristics for the openings, 
and the relevant interpolated external pressure 
coeficients. The observed and computed pressure 
coefficient values were compared. The ventilation 



rates were than calculated and the rates corrected 
to 20 m!s wind speed using the relationship: 

For each set of measurements the volume flow rates 
were computed using the relevant air flow charac- 
teristics and interpolated external pressure co- 
efficients and an assumed wind speed of 20 m/s. 
The observed and computed ventilation rates were 
then compared. 

8. RESULTS AND DISCUSSION 

Model ventilation studies were carried out to 
study the ventilation of an accurately defined set of 
models under closely controlled conditions, and 
to  compare the results of the model studies with 
calculations using the digital analogue described by 
Bilsbsrrow[ll] which is based on Jackman's[2] 
work. The models were used to measure either the 
internal pressures in the model, with respect to a 
reference pressure, or the mean air flow rate 
through the model. For each set of model observa- 
tions the ventilation rate and internal pressures were 
calculated, using the observed external pressures, 
and compared with the digital analogue results. 

In the initial experiments the internal pressure 
measurement model was used to investigate the 
effect of varying ventilation opening positions. 
Three opening distribution patterns were used: one 
with openings distributed uniformly over the four 
walls of the model, the second having a distribution 
pattern with two major faces (each having nine 
openings) and two secondary faces (each with three 
openings) and finally a model form with openings in 
two opposite faces only. More detailed studies were 
then made using the model with the simplest 
opening configuration, that is with openings in two 
opposite faces only. I n  this series of studies the air 
velocity, number cf openings per face, opening 
sizes and bour~dary layer flow characteristics were 
Systematically altered, and the internal pressures 
measured. This second set of experiments was then 
repeated, using the orifice plate model, and ventila- 
tion rates measured. The results of the experiments 
were compared with the computed figures, from 
which an estimate of the accuracy of the analogue 
technique was made. 

Experimental studies were also undertaken to 
investigate the effect of simplifications in the input 

data on the accuracy of calculated ventilation rates. 
Two forms of data simplification were considered 
in this part of the work. 

(a) The use of mean external pressure coefficient 
values for each face of the building, instead of 
individual values for each opening. This was 
investigated by repeating the comparative 
catculations and considering the additional 
errors introduced. 

(b) The effect on internal ventilation rates of 
small scale surface features of the model, 
which are neglected in tables listing standard 
pressure coefficient values. This was done 
by repeating one series of model measure- 
ments with a number of small surface features 
attached to the major faces of the model; the 
range of the resulting ventilation rates being 
taken as an indication of the inaccuracies 
inherent in disregarding this aspect of design. 

8.1 Compararive model ventilarion studies- 
experimental results 

In the initial studies carried out the effect of 
opening positions on the internal pressures in a 
porous model was studied. Internal pressures were 
measured and calculated for the model using 
different patterns of ventilation openings. Three 
opening patterns were used, representing a uni- 
formly glazed building, an intermediate type and a 
building glazed on two opposite faces only (Fig. 7). 
The measurements were made in boundary layer I, 
using 2.5 mm diameter openings to create the 
porosity. 

Plan views. 

Configuration A. Configurot~on B. Conflyuratlon C 
uniformly glazed: ~ntermedlote: two walls glazed: 

9 opentngs/wall 9 or 3 openin~s 9 openrngs/glazed wall 
/wall 

Fig. 7 .  Opening pusifions used to eraluare variation of 
internal pressure with openir~g configuration. 

The variation of observed and computed values 
of the internal pressures with angle of incidence 
of the airflow f ~ r  the three configurations are 
shown in Figs. 8-10. The internal pressures were 
measured separately at each level of the model, and 
are presented separately in the figures. The varia- 
tion of internal pressures between floors of the 
model, in any set of conditions, was relatively small, 
being normally less than 0.05 of the dynamic head 
of the flow. The variation in computed and ob- 
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Fig. 8 .  Observed and computed internal pressures, opening 
configuration A, boundary layer I,  variation with angle of 

incidence. 

Observed pressvres Cwrputed preswre 
Floor I 4 --.-.-.- 
Floor 2 ----..- 
Floor 3 *-.- --- 4 -.---.- 

Anple of Incidence, degrees 

Angle of intldence, degrees 

Fig. 9.  Observed and comput~d interra1 pressures, opening 
conlFguration B,  boundary Iayer I ,  variation with angle of 

incidence. 

served values on the separate levels c ~ u l d  not be 
compared accurately as the relevant internal 
resistances in the model could not be simulated 
exactly in the programme, which assumed the 
presence of an internal stairwell: Consequently, 
comparisons were made between the mean abserved 
internal pressures and corresponding mean com- 
puted internal pressures. 

Variations of mean intemzl pressure occurred 
with changes in distribution of the porosity in the 

Fig. 10. Observed and comprr fed internal pressures, open- 
ing configuration C, bowtdary Iayer I,  variation with 

angle of incidence. 

three cases. In all three cases there were significant 
differences between the observed and computed 
mean internal pressures at certain angles of 
incidence. In the s i ~ p l e s t  case, opening configura- 
tion C (Fig. lo), the observed pressure was signifi- 
cantly lower than the computed pressure zit angles 
of incidence from 0 to 60". The differences between 
the observed and computed values became much 
smaller at angles of incidence of 75 and 90". These 
angles corresponded to those at which the mean 
pressure on the windward face of the mod21 had 
besome negative. 

Measurements were also made using openings 
on two opposite faces of the nodel, both with equal 
and unequal porosities on the faces. The results 
showed very similar trends to those in Figs. 8-10. 
Comparative analyses of the results were carried 
out by calculating and plotting, for each set of 
results the ratio of mean pressure drop across the 
windward openings to meax pressure drop across 
the leeward openings. This expression may be used 
as an indication of the relative efficiency of opera- 
tion of the openings in the windvr'ard and leeward 
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faces of the model, as is noted below: 
flow into model, 

V ,  = mCe,,(Cp, - Cpi)' InPr (1 2) 

and flow out of model, 

V ,  = rncel(Cpi- Cp1)""PC (13) 

where V is the volume flow rate, m3/h, m is the 
number of openings/model face, C is the cali- 
brated opening flow coefficient, m3/h/mm wg, 
e ,  is the mean efficiency of operation of the 
openings in the windward face, el is the mean 
efficiency of operation of the openings in the 
leeward face, CF, is the mean external pressure 
coefficient acting outside the openings in the 
windward face of the model, Cpi is the mean 
model internal pressure coefficient, Cp, is the 
mean external pressure coefficient acting outside 
the openings in the leeward face of the model, 
Pv is the dynamic head of the air flow at the 
reference position, mm wg, and as the net flow 
into the model is zero : 

Boundary layer I 
I I I I 1 

2 2 r  

Angle of lncldence, degrees 

Boundary layer I1 
I 1 I I I ' lo, 

0 r 
e, Cpi-Cp 'In 

JlO 

- = 1 
(14) 0 15 30 4 5  60 75 

el CFW-cpi ' Angle a t  incidence, degrees 

The results showing the effect of change in wind 
speed or porosity on the relative operating effi- 
ciences of the openings, analysed by this method, 
are shown in Fig. 1 1. The pressure difference ratios 
calculated from the observed internal pressures 
followed similar patterns for the five sets of results 
at  angles of incidence between 0 and 60°, the mean 
value of the ratio being approximately 1.43 at 0" 
and reaching a maximum value of approximately 
1.80 at 45 and 60". The value of the pressure 
difference ratio for the computed results varied 
between 1.01 and 1.03 over this range of angles of 
incidence. At an angle of incidence of 75" the results 
showed a considerably wider degree of variation. 
The pressure difference ratios observed for the 
model with nine openings per face stayed at high 
values while the values observed in the models with 
reduced porosity decreased in value. This difference 
was thought to have been caused because, at  this 
angle of incidence, three of the nine openings, in the 
windward face of the model with full porosity, 
acted as air outlets so that the number of inlets and 
outlets became unequal and consequently the 
pressure difference ratio was distorted. Tnis pattern 
of behaviour was confirmed by flow visualisation. 
If allowance is made for this change in behaviour 
in the most porous model, the real relative orifice 
operating efficiency at this angle can be shown to 
increase  significant!^, as happened in the other cases. 

Fig. 1 1 .  Variation ofpressure difference ratio (Cji, - Cpl)/ 
(Cpl-Cfi,) and relative operating efficiency e,/el,  with 

angle of incidence (2.5 mm openings). 

The observations of the variation of mean 
internal pressure with angle of incidence were also 
repeated in boundary layer 11, usirig the same 
opening configurations and sizes. In these cases the 
variation of both computed and observed internal 
pressures with angle of incidence was much smaller 
due to sheltering effect of the velocity profile. The 
discrepancies between the observed results and the 
computed results followed similar patterns t o  those 
seen in the results obtained in boundary layer I. 

The pressure difference ratio increased in value 
from approx 1.45 at 0" to a maximum of approx 
1.76 at 45" and reducing in value to about 1-38 
at 75" in this case. 

The observations were finally repeated in both 
boundary layers and using the same opening con- 
figurations with a second model in which I .O mm dia 
openings were used to form the ventilating openings. 
The observed and computed internal pressures 
showed similar discrepancies to those observed in 
earlier tests, although the magnitude of the 
differences was much less. This effect may be seen 
clearly in the values of the pressure difference 
ratios which ranged between 1-14 and 1.58 for the 
results measured in boundary layer I and 1.12 and 
1.39 for the results measured in boundary layer II. 
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8.2 Orifice plate model results 

In the second part of the comparative studies the 
orifice plate model was used to measure ventilation 
rates under similar conditions to those which had 
been used in the previous studies. Measurements 
and comparative calculations were carried out 
using 9 or 15 2.5 mm dia openings per face and 
36 or 60 1.0 mm dia openings per face on the 
opposite faces of the model. Measurements were 
made in the two boundary layers used in the 
previous section of the study. (The observed and 
computed ventilation rates are presented in Fig. 12 

Fig. 12. Variation of observed'and computed cenrilation 
rates wirh air velocity, opening configuration C ,  36 and 
60 x 1.0 mm dia openings per face, boundary layer I t .  

for the 1 mm dia hole in boundary layer IT.) For 
each set of conditions ventilation rates were 
measured at several wind speeds, and the observed 
rates corrected to a 20 m/s. wind speed. The mean 
observed ventilation rate, corrected to  20 m/s. wind 
speed was calculated and compared to the com- 
puted rate. These results are summarised in 
Tables 1 and 2. 

The observed ventilation rates measured in 
boundary layer I, using the model with 2.5 mm dia 
openings to produce the ventilation, showed sipifi- 
cant differences from the corresponding computed 
ventilation rates. At all angles of incidence the 
observed ventilation rates were lower than the com- 
pllted rates. The mean observed ventilation rates, 
corrected to a 20 m/s. wind speed, at an angle of 
incidence of 0" were 2.66 and 1.60 m3/h for 15 ar,d 
9 openings per face respectively. These corre- 
sponded to computed ventilation rates of 2.86 and 
1.70 m3/h, and represented 94 and 93% of the 

Table i . Conrplired and trleatz ohserrca' rrttrilariorr rart3s for 
a 20 nrls wind speed, 2.5 nr~n dia opetrings 

oO 2 .  ~ f i  2 .  Gr, 
15' 2 . 9 2  2 .  66 
30° 2 .  78  2 .  3 0  
4 2. G I  2 . 1 5  
f10O 2. 3 1  1 .8C  
i j0 1 . 5 1  1  3 C  

Computed Obsrr\.ed 
Angle of Yent~lat lon.  \ e n t ~ l a i ~ o n  
lncidencr Rate, rnY lhr .  I'ste. m3/ t , r .  

Standard 
Uevlatlon of 
<Jbser.~ed. 
ltates,  md!!:r. 

computed rates. The observed ventilation rates 
showed increasing differences from the computed 
ventilation rates as the angle of incidence increased, 
reaching a maximum value at 60°, where the ob- 
served rates represented approximately 84% of the 
computed rates. The discrepancy decreased at an 
angle of incidence of 75", where the observed rate 
represented about 89% of the computed rate. 
Mean observed ventilation rates, expressed as 
proportions of the computed flow rates, are sum- 
marised for all sets of model conditions in Figs. 13 
and 14. 

The observed ventilation rates measured in 
boundary layer 11, using the model with 2.5 mm 
dia openings, show similar behaviour to those 
measured in boundary layer I. The discrepancies 
were in all cases relatively larger than those 
measured in boundary layer I. The observations 
were also repeated in the two boundary layers using 
1.0 mm dia openings. The observed ventilation 
rates in both sets of conditions were lower than the 
computed rates, but the discrepancies between the 
respective values were in these cases considerably 
smaller. 
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Tuhle 2 .  Cottrpurc~d and t71earr obserr,cd ~.r,trrilrrriotr rorrs for 
Barrdary toyer I B m d o r ,  ta,er II a 20 171,s ~ . i n d  specd. I .O I ~ I J I I  diu oprtri:igs 

60 w n t n g r / f a c e  - 
36 opencngs / lace  D -C 

I ~ V L I I I ~ , I I :  I . , . , <  r i 
L I . 

C 111:.pu'crl U:,,cr . < d  -::.Ild.lrd 
' \ r , & l <  0 ;  

'\ I . ~ . Y  t 1 . 1 1 ~ ~ 1 ~  \ c n l ~ l . ~ . ~ c > ~  1 i C \  1:LIlUr: "I 
. ~ , ~ I C ~ I L  t I b b k r v e d  , I : . , : ,  I<:.,?, ::.3 

I : J I ~ ~ ,  n ~ ~ , ~ . r .  

t !I opt :..,.;> ' l ~ . \  t ,  

(8 i '  : L C  1 .  124 0 .  02 
I .il' 1 I I ~ +  1 .  c f j  0. 02 
j 0 l i  i :,!' 1 .  5I j  0. 01. I I 
; 5" i . 4 8  1 . 4 5  0 .  00 

L 3: 4: 61 75 

1.0 1 . 2 ! 4  1 . 2 0  0 .  05 Angle of Inciaence. degrees 

31, ( > l t c n ~ n p s  ' 1 - L L  Fig. 14. Variurion of relatire r~entilation rare with angle 
(1" 0 .  !'0 0 .  !GO 0 .  U3 

of incidence, I .00 tilt71 openings. 
1 >" 1 . 0 0  0. st!, 0. 04 
30' 0 .  '15 0 .  La-l (I. 02 
1j3 0. at! 0. 85 c .  (14 larger proportion of the total pressure difference 
1;oU 0 ii 0 . 7 5  0 .  02 acting across the model acted across the windward 

Ijound:!r, l t i \ c v  11 
wall of the model than acted across the leeward -- face of the model. The measured ventilation rates 

C o l n p u t e d  0 b s e r ,  ed y12Jldard 
A n g l e  ot 

\ e n ~ i i n ~ l  n \ . e n t l l a i . o n  L'evl""un Of 
were lower than the corresponding computed 

I n c l d c n ~ c  9 
K a l e  m i l l r .  l3a;c, 1 : 1 ~ , , r ,  "b5er'ed 

H a t e s ,  n13111r. 
ventilation rates. The results from the two sets of 

60 o p c n i n g s / i t i c e  observations appeared to be related to each other, 

0 O 1 . 2 5  1 . 2 2  0 .  0 4  
as the magnitudes of both discrepancies followed 

l z O  1 .  2 9  1 . 2 3  0 .  03 similar patterns with variation of angle of incidence 
30" 1 . 2 4  1 . 1 3  0 .  0 4  
4,5O 1 . 2 2  1 . 0 9  0 .  01j 

of the airflow and ventilation opening size. 
,,oO 1 . 1 8  1 . 0 5  0. 04 By combining the data describing the pressure 

3 c  o p e n ~ n g s / i a c c  difference distributions on the windward and lee- 

oU 0 .  iG 0 . 7 0  0 .  0 3  
ward model faces and the model ventilation rates, 

1 j0 0. i i  0 . 6 8  0. 04 estimates of the operating efficiencies of the open- 
30° 0 .  i 4  0 .  6 3  0 .  0 4  
45' 0 .  72 0 .  63 0. 0 6  

ings in these faces of the model were made. These 
60' 0 .  i o  0 .  5 0  0 .  03 estimated values are presented in Table 3. The 

analysis suggested that the openings in the leeward 
face of the model operated near to  their calibrated 
efficiencies in all the model tests, whereas the 

BarndoryIu,erl Bandary wr openings in the windward face operated at signifi- 
15 open~rgs / face  -+ +---+ 
9 opentngs/face @.--o o---o 

100 Table 3.  Mearr estimated operating eflciencies of 
windwardand leeward face openings, from pressure dif- 
ference ratios and ventilation rates n~easured in model 

tests 

O r l f i c e  efficiency a s  a proportLon of 

ca l lbra led  v a l u e  

Angle of 

- ~ n c ~ d e n r r  o0 15' 30' 45' 6 o0 

I I I 1 I - - 2 . 5  rnm. d~amercr openmgs,  boundary  l a y e r  I 
0 15 M 45 60 75 

Argle  of tncldence, degrees wlndward f a c e  0. 86 0. 8 4  0.  82 0.74 0. 7 3  

leeward f a c e  1 .04 1 .  02 1 .  01 1. 02 1. 01 
Fig. 1 3 .  Variation of relatiae oentilatior! rate with angle 

of incidence, 2.5 nrm 0-uenings. 2 . 5  mm. d ~ a n i e t e r  openmgs, boundary  l a y e r  I1 

windward f a c e  0. i 9  0. i 8  0.73 0 . 6 5  0. 66 

l e e w a r d  f a c e  0. 96 0. 95 0 93 0. 88 0. 87 

8.3 Discussion I .  0 rnm. a i a m e t e r  openmgs, boundary  Layer I 

windward f a c e  0. 92 0. 02 0. 92 0. 87 0 .  88 
Both the ventilation rates and the internal l e e w a r d  f a c e  I 06 1 .08  1 .07  1 . 0 8  1.09 

pressures measured in the model tests showed 
1. 0 mm d : a m e ~ e r  openings. boundar! l a v e r  11 

significant differences from the computed results. 
u,lndward face  0 .  86 0.82 0 .80  0.81 0 81 The measured internal pressures were in most csrses 
l e e w a r d  face  0 .  99 0. 96 0 .  95 0. 9 4  0. 94 

lower than the computed values, indicating that a 
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cantly lower efficienc~es than the calibrated values. 
Three possible causes were considered In attempting 
to explain this behaviour. 

(a) Variation of external pressure distributions 
over the model faces due to the presence of 
pressure "sinks" adjacent to the openings. 

(b) Reductions in orifice efficiency due to 
fluctuations i'n the pressures acting across the 
openings. 

(c) Reductions in orifice efficiency caused by 
lateral flow over the model surfaces. 

The presence of pressure "sinks" adjacent to 
openings acting as air inlets has been described by 
Lawson[l2]. The effect of air inlets in a plane 
surface is to cause variation in pressure over the 
surface, pressures becoming locally much lower 
than the mean pressure at very small distances 
from the openings. Due to this effect the pressure 
differences acting across openings will normally be 
lower than would be indicated from the mean 
pressure measured over the surface. This pheno- 
menon was not considered to be a significant 
source of error, because the openings used were 
calibrated with reference to pressure differences 
measured at relatively large distances from the 
openings, and this procedure was repeated in the 
model measurements. 

The effect of fluctuations in mean pressure 
difference on the efficiency of operation of openings 
is difficult to assess accurately and is normally 
ignored when calculating natural ventilation, as 
external pressures are assumed to be static. 
Significant pressure fluctuations did occur in the 
model studies, due to variations in the speed and 
direction of the airflow and to eddy shedding from 
the model. In order to establish the significance 
of thesc fluctuations a simple analysis was carried 
out. Assuming that sinusoidal variations in pressure 

- took place across the openings, integrated flow 
rates through the openir~gs were computed. No 
allowar~ces were made for inertial effects, the 
frequency distribution, or waveform of the pressure 
fluctuations, and consequently this analysis could 
only be considered as a very crude estimate of the 
order of magnitude of these effects. The results 
suggested that the opening efficiencies reduced 
considerably as the pressure fluctuations increased 
in value. Measurements of the r.m.s. pressures 
acting on the modzl were also made, using a 
"Scanivalve" pressure transducer. Values of the 
r.m.s. pressures measured are shown jn Fig. 15. 
From these measurements estimates of the reduc- 
tion in operating efficiency of the opcnings due to 
this effect were made. 

The reductions in efIiciency of both the 1.0 and 
the 2.5 anm dia openings due to the pressure 

and F: R. fricke 

Boundary iayer I -.-.- 
Bcundory layer II- 

L 

Angle of Inc~dence, degrees 

Fig. 1 5 .  Variation of  R MS pressure coeficienl wirh ar~gle 
of incidence. 

fluctuations measured in boundary layer d were 
estimated to be very small. At most angles of 
incidence it was estimated that the efficiency of the 
openings would have been between 0.98 and 1.00 
of their calibrated efficiencies. The largest reduc- 
tions in efficiency would have been at angles of 
incidence between 75 and 105", and at these angles 
the openings would have been operating at effi- 
ciencies of approximately 0.95 of the calibrated 
value. The reductions in efficiency due to the 
pressure fluctuations measured in boundary layer 11 
were larger; the windward face varied between 
0.91 and 0" and 0.96 at 60". Thus it seems unlikely 
that the pressure fluctuations are the main cause 
of the discrepancies between the observed and 
computed results. 

The third possible explanation of the experi- 
mental results which was considered was the 
alteration of the opening performance due to air 
streams flowing laterally across the openings. The 
effect of lateral air movement on the performance 
of the openings used in the model tests was deter- 
mined experimentally by repeating the calibration 
measurements for the openings with an air stream, 
of known velocity, flowing past the calibration plate. 
Calibration measurements were made with no 
lateral flow and then in several flows of different 
velocity. The efficiencies of operation of the open- 
ings, when acting as air inlets, were significantly 
lower than the calibrated values, and decreased as 
the lateral flow velocity increased. It was found that 
the efficiency could be related to the ratio of the 
pressure difference acting across the opening to the 
dynamic head of the lateral flow, as shown in 
Fig. 16. The measurements were repeated with the 
openings acting as outlets. Under these conditions 
the efficiencies did not appear to be significantly 
affected by the lateral flow. 

Estimates of the influence of this effect on the 
observed results were made by measuring the 
lateral flow velocities around the model and 
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rate being 0.83 of the computed venttlation rate, 
while' the observed value was 0.81. The pressure 
difference ratios showed less good agreement. 
Values calculated for the 2.5 mm openings agreed 
quite well wtth the observed values, but the values 
calculated for the 1.0 mm dia openings were lower 
than the observed values. In all cases however the 
corrections indicated that larger pressure drops 

Pr05ure a fierence 
would be expected to occur across the windward 

D~~~~~ P Q O ~  oi lotmi t ~ a  face, due to reduced efficiency of operation of those 

Fig 16. Variation of orifice operatrng efliciency H ' I I I I  openings, as was observed in the model experi- 
lateral flo H ~.eIocitj*. ments. Consequently, the combined effect of these 

calculating the reduction in efficiency of the open- 
ings in the windward model faces. The velocities 
found, although not necessarily accurately represen- 
tative of the flow conditions over the whole face, 
gave approximate values of the lateral flow 
velocities. The reductions in estimated efficiency 
due to this cause followed much more closely the 
pattern seen in the observed results. The 2.5 mm dia 
openings were affected to a much greater extent 
than the 1.0 mm dia openings. It is thought 
that this effect occurred because the air supply for 
the 1 mm holes is drawn from the air much nearer 
to the model surface, where the flow rate is lower 
due to a boundary layer effect caused by the model 
surface. The redbctions were also larger for the 
observations made in boundary layer 11, due to the 
higher lateral flow velocities relative to the pressure 
differences acting across the model. The size of the 
correction also increased as the angle of incidence 
increased, the maximum value being, for both 
boundary layers, at an angle of 60". The correction 
was lower at the angle of 75" due to  the reduction 
in flow velocity across the surface. Consequently, 
it can be seen that the values of the corrections 
estimated for this effect agree reasonably well with 
the discrepancies between the observed and com- 
puted results. It is likely that these flow conditions 
are the major factor causing the discrepancies. 

Corrections were made to allow for the combined 
effects of the lateral flow and pressure fluctuations 
on the efficiency of operation of the model openings, 
and using these values approximate estimates of 
corrected ventilation rates and internal pressures 
were made. The corrected ventilation rates agreed 
we!l with the observed values, the average error 
between corresponding values for all sets of results 
being approx 3%. The corrections to the ventila- 
tion rates calculated for the 1.0 mm did openings in 
boundary layer I were the smallest in value; the 
mean ventilation rate being 0.97 for angles of 
incidence between 0 and 60°, while the observed 
\ d u e  was 0.98. The largest corrections were cal- 
culated for 2.5 mm dia openings in boundary 
layer 11;  the mean value of corrected ventilation 

two factors was taken to be a reasonable explana- 
tion for the discrepancies noted between the 
observed and computed results. 

In addition to the comparative model results 
two further small studies were carried out. In the 
first the ventilation rate calculations were repeated, 
for all the model studies carried out, using mean 
pressure coefficient values for the model face instead 
of individual values for each opening. The total 
ventilation rates calculated under these conditions 
showed close agreement with the previously cal- 
culated rates, The agreement between the two sets 
of ventilation rates was within 2-3% for all sets 
of results. 

The influence of small scale surface features on 
ventilation rates was also investigated in order to 
estimate the inaccuracies caused by neglecting these 
features when choosing appropriate pressure 
coefficient values. Features such as protruding 
beams or columns gave variations of +7  ;/, of the 
previously observed ventilation rates. 

9. CONCLUSIONS 

The results of the comparative studies of natural 
ventilation of a series of simple models showed that 
ventilation rates and pressure distributions through- 
out the model could not be accurately' predicted 
using conventional natural ventilation theory. 
Calculated ventilation rates were higher than the 
observed rates; the differences between observed 
and predicted ventilation rates increase@ in more 
turbulent flow conditions and in the tests carried 
out with the larger ventilation openings. The 
pressure difference distributions also showed 
significant variation from the computed distribu- 
tions. Pressure diflcrences were larger across the 
windward model faces than across leeward faces. 
In some conditions. using the model with two 
identical porous faces, the pressure drop across the 
windward face reached 3 of the total pressure drop 
across the model. 

The discrepancies between the observed ventila- 
tion rates and pressure distributions and the corre- 
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sponding computed values were caused by reduc- 
tions in the efficiency of the ventilation openings 
when compared to  their calibrated efficiencies under 
conditions of steady pressure difference. The 
openings in the windward faces of the models were 
affected to  a much greater extent than the openings 
in the leeward faces. The reductions in efficiency 
are thought to  have been caused by fluctuations in 
the pressure difference acting across the openings 
and by lateral flow along the surfaces of the model 
faces. Approximate corrections allowing for these 
effects showed good agreement with the observed 
ventilation rates. 

The computed ventilation rates showed dis- 
crepancies from the observed rates of 0-30%. I t  is 
possible that in full scale buildings discrepancies 
of this order of magnitude will also occur as the 
relative lateral flow velocities and pressure fluctua- 

tions will probably be of a similar order of mapni- 
tude to those experienced in the model work. The 
limits of accuracy of available data for predicting 
design wind speeds, window infiltration coefficients 
and pressure coefficient values is such that the digital 
analogue could be used to produce an acceptably 
accurate estimate of total full scale ventilation 
rates. Simplification of information requirements 
by using mean pressure coefficient values for the 
building faces, ignoring the effect of small scale 
surface features, did not lead to  significant addi- 
tional errors. 
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